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Abstract
Total population surveys were carried out in 1980–84 (LEP-1) and 1986–89 (LEP-2) in Karonga District, northern Malawi, as part of a major cohort study of leprosy and tuberculosis. Retrospective information on fertility was collected from adult women in selected villages. Mortality estimates for the adult population were based on reported inter-survey deaths. This paper describes the demographic dynamics of the population in this time period, which coincided with the start of the HIV epidemic.

A total of 112,886 individuals were interviewed in LEP-1, of whom 88,544 were also examined in LEP-2. Of this population, 46 per cent were under 15 years of age and about 20 per cent could not give a precise year of birth. Procedures for smoothing the age distribution and correcting the under-ascertainment of infants are explained.

Total fertility in the interval between the two surveys was 6.4 children per woman and the crude birth rate was 48 per thousand. The crude death rate for the same interval was about 18 per thousand, and the growth rate was 4 per cent per year. Infant mortality was around 120 per thousand live births, under-5 mortality was around 190, the index of adult mortality (proportion of those who survived to age 15 dying before age 60) was 37 per cent, and life expectancy was around 50 years. Analyses adjusted for age, sex and socio-economic factors show higher mortality in north compared to south Karonga (rate ratio of 1.29, 95 per cent CI: 1.19, 1.38); and in those with estimated rather than precise years of birth (rate ratio of 1.14, 95 per cent CI: 1.03, 1.25).

The similarities of the estimates of the age–sex distributions, and summary measures of mortality and fertility to the 1987 Malawi census and 1992 Malawi Demographic and
Health Survey results mutually support the reliability of Karonga epidemiological survey data, and add details not available through the standard demographic survey and census methods, particularly with respect to adult mortality.
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**INTRODUCTION**
Populations in southern Africa are experiencing a complicated demographic transition, with the world’s highest prevalence of HIV infection occurring in areas with the world’s highest crude fertility rates, and severe pressures on natural resources. The long-term demographic implications of this conjunction, though not yet clear, have potentially important effects on the social and economic structure of these populations (Lesthaeghe and Jolly 1992).

An unusual opportunity to examine the demography of a rural southern African population has arisen in the context of a large epidemiological project begun in 1979 in Karonga District, northern Malawi. Designed originally as a study of leprosy and tuberculosis, this project [known first as the LEPRA Evaluation Project (LEP) and later as the Karonga Prevention Study (KPS 2004)] carried out two total population surveys during the 1980s, following up more than 100,000 people (Ponnighaus, Fine, Bliss et al. 1987, 1993). From subsequent HIV testing of sera collected in these two surveys, and from later epidemiological surveillance, it is now known that HIV was introduced into this population before 1982, and prevalence increased to approximately 4 per cent by 1990 and 13 per cent by 2000 (Crampin, Glynn, Ngwira et al. 2003, Glynn, Ponnighaus, Crampin et al. 2001). The data covered by the two initial surveys thus describe the demographic profile of this population at the time of the early spread of HIV. A third total population survey, maintaining the individual linkages established in the earlier work, is currently underway, and will in due course provide a detailed description of the demographic impact of HIV in the population.

Karonga is a rural district whose economy is based almost entirely on subsistence agriculture and fishing in Lake Malawi. The district covers 3,355 square kilometres and had population densities of 36, 44 and 58 persons per square kilometre during the 1977, 1987 and 1998 census respectively. The annual growth rate as observed in 1977–87 and 1987–98 intercensal periods
were 3.3 per cent and 2.5 per cent respectively. The languages mostly used for communication are Tumbuka and Nkhonde. The district consists predominantly of Christians and over 75 per cent of the population are literate. The sex ratio of about 93 shows more females resident within the district than males. The district had no easy land access route until 1980, when a road was built down the plateau escarpment south of the district. This led to a rapid increase in movement within the district and between Karonga and the rest of the country during the 1980s.

Several longitudinal demographic studies have been established in southern Africa in recent years (INDEPTH 2002), but the Karonga project began earlier and covered a larger population than any other, so that the recently established demographic surveillance system is unique in its historical antecedents. This paper describes the demography of the district population over the decade 1980–90. These early data provide baseline measurements of demographic and social patterns against which to examine what is currently happening as a consequence of the HIV epidemic. Above all, they provide estimates of adult mortality in the absence of HIV – information that is not readily available from other sources such as national censuses and household surveys.

**METHODS**

Demographic data were collected within a large epidemiological study of leprosy and tuberculosis in Karonga District, northern Malawi (Ponninghaus, Fine, Bliss et al. 1987). Two household surveys were conducted (LEP-1: 1980 to 1984 and LEP-2: 1986 to 1989), covering almost the entire district, excluding the southern tip in LEP-1 and the sparsely inhabited western hills in LEP-2. Additional surveys were carried out in groups of selected villages in 1984 and 1993–96 in which women were asked about the number of children they had ever borne, and how many were still alive.

The district was divided into five geographical “zones” on the basis of general ecological features (see Figure 1). These were the northern hills (Zone A), the northern lake shore area (Zone B), the southern hills (Zone C), the semi-urban area around the district...
capital (Zone D) and the southern lake shore area (Zone E). These zones were later grouped as Northern (A and B) and Southern (C, D and E) corresponding roughly to the main linguistic division in the area: Tumbuka in the south, Nkhonde in the north.

Details of the fieldwork methods have been described elsewhere (Ponninghaus, Fine, Bliss et al. 1987). For each individual, interviewers collected information on birth year, sex, mother and father’s names and identification numbers, level of education, main occupation, village and household in which the individual was resident and position in household. Each individual was identified by an identification number (six digits plus an algebraically determined check digit) and initially assigned to the household in which they were first found and interviewed. Each household was assigned a unique (5-digit) “household number”.

An effort was made in LEP-2 to trace the whereabouts and status of all individuals seen in LEP-1, to observe whether they died, changed household or migrated to other areas within or outside Karonga. Using this information, direct estimates of overall and age–sex specific mortality were obtained by calculating the person years at risk allowing for censoring due to loss to follow-up.

Among the risk factors for mortality that could be identified with the available data were housing quality, main occupation, level of education, geographical location of household, age and sex of individuals, and knowledge of birth year. These were investigated using a Poisson regression model. Housing quality was categorised in terms of construction material of dwellings i.e. houses made of burnt bricks, sun-dried bricks/pounded mud and grass temporary shelters.

Identification codes for the parents of each individual were recorded, so it was possible to link a woman to all individuals who had mentioned her as their mother, and to obtain direct estimates of surviving children resident in the area, even though standard demographic questions relating to child survival (David, Bisharat, Hill et al. 1990; Hill 1991) were only asked in selected villages in a separate survey. There were 55 790 women who were mentioned as a mother at least once during the survey period, approximately 60 per cent of whom were still living in the area at the time of the LEP-1 and LEP-2 surveys.

Special surveys were conducted in Kasowa and Lower Songwe areas (Figure 1) between 1993 and 1996, in which women were questioned regarding the number of live born children they had had, how many were still alive, and how many were resident in the area. Indirect estimates of child
mortality were then computed for these areas, using the children ever born/children surviving (CEB/CS) technique developed by Brass (David, Bisharat, Hill et al. 1990). Applying the age-specific CEB/CS ratios obtained in these areas to the surviving children of living mothers reported in LEP1 and LEP2 also enabled us to estimate mean CEB at the time of the earlier surveys.

For individuals who did not know their precise year of birth, this was estimated with reference to well-known local events (Ponninghaus, Fine, Bliss et al. 1987). The birth year assigned to these individuals was the mid-point between the date of the earliest event they recalled and the previous local calendar event. Since the event calendar featured just five events (occurring in 1914, 1934, 1946, 1958 and 1964), the assignment of birth dates to the mid-point of time intervals resulted in pronounced heaping of births in the years 1924, 1940, 1952 and 1961. This is reflected in age heaping that is slightly diffuse, as interviews were spread over several calendar years. Age was calculated by subtracting the assigned or precise year of birth from the year an individual was interviewed. If birthdays and interview dates were spread evenly throughout the year this would produce a half-year upward shift in estimated age – this was allowed for by assigning half the number in each single year of age (apart from infancy) to the preceding age.

To avoid age heaping as a result of birth date estimates based on the local events calendar, a procedure for smoothing the age distribution was employed (explained in the appendix). The smoothed age distribution was obtained for those with estimated birth dates by assigning them a random year of birth between the appropriate event calendar years, based on the birth year distribution of those with known years of birth within the respective intervals.

Field forms were checked, coded and entered onto computers in Malawi. Data are currently held in Oracle and Foxpro databases from which files are extracted for analysis. Analyses presented here were carried out in STATA version 7 (2001).

RESULTS
The total number of individuals seen in LEP-1 and LEP-2 surveys were 112,886 and 146,129 respectively. The population structure remained very similar in the two surveys, with 46 per cent under age 15, and 52 per cent female. If we assume that the average time between household contacts in the two surveys was six years, this would suggest a growth rate of 4.3 per cent, assuming similar levels of coverage and participation in the two rounds.
The largest upward adjustment for the half-year shift in calculating age last birthday occurred in infants, since there is no younger age group to compensate. Only 2,740 infants were originally recorded as age zero, but after transferring half of those originally reported as aged one, the total estimated number of infants was 5,157. The second largest upward adjustment was at age 55, a net gain of 441, and the largest downward adjustment occurred at age 59, where the net loss was 378.

Figure 2a shows the observed age distribution in LEP-1. The apparent age heaping for adults is a direct result of birth estimates based on the local events calendar. The smoothed age distribution is shown in Figure 2b.

Figure 3a shows the observed age distributions of males and females by five-year age groups. Clearly, the female age distribution is more distorted than that of males, particularly at ages over 25. This reporting pattern is largely attributable to the use of birth year estimates for individuals who could not report their actual year of birth. The proportion of individuals who did not know their year of birth increased with age, and was consistently higher for females than for males, with an overall figure of 30 per cent (17,479/58,264) for females and 11 per cent (5,716/51,964) for males. Twenty-one per cent and 15 per cent of the population did not report their year of birth in LEP-1 and LEP-2 respectively. Figure 3b shows the population age and sex distributions after adjustment for non-reporting of birth year.

**Sex ratios**

The sex ratios (male/female) were 0.904 and 0.936 during LEP-1 and LEP-2 respectively. Further evidence of the effect of the use of the event calendar on estimated age is shown in the graph of sex ratios, Figure 4a. Even though wider age groups are used after 50 to reduce this effect, the sex ratios for LEP-1 and LEP-2 reveal the same patterns except that the ratios at LEP-2 are shifted forward by approximately five years, the time between LEP-1 and LEP-2. After the re-assignment of birth years (Figure 4b), there is still some distortion between ages 25 and 50, and the increase in the sex ratio at older ages is still apparent. The anomalies are less pronounced in LEP-2.

**Fertility**

The structure of the epidemiological database formed from these surveys allows mother and child records to be linked – this record linkage goes much further than the usual “own children” method, since children who have
Figure 2a Age distribution of the population of Karonga District, northern Malawi identified in the 1979–84 survey (LEP-1)

Figure 2b Age distribution after redistributing those with birth estimates in proportion to those with precise years of birth in LEP-1 (1979–84)
Figure 3a Population by age and sex for Karonga District, northern Malawi: LEP-1, 1979–84

Figure 3b Population by age and sex, after redistributing those with birth estimates in proportion to those with precise years of birth in LEP-1 (1979–84)
Figure 4a Age-specific sex ratios during LEP-1 and LEP-2 surveys. Karonga District, Northern Malawi, 1979–89

Figure 4b Age-specific sex ratios after redistributing those with birth estimates, LEP-1 and LEP-2 surveys
reached adulthood are included. It is possible to link children and mothers who live in different households, even if mothers or children left the district or died in the inter-survey interval, by using proxy reports of other close relatives. The records of 88,136 surviving children were linked to those of 25,468 mothers aged 15–49 and living in the district at the time of the LEP-2 survey. The number of surviving children identified per mother at LEP-2 ranged from 1 to 14, with an average of 3.5 surviving children per mother. The total number of women aged 15–49 at LEP-2 was 33,258, implying that 7,790 (23 per cent) of these women were childless, giving a mean number of surviving children per woman of 2.7. The mean surviving children per woman based on record linkage rose systematically with age, as expected, and this is shown in Figure 5a. The proportion childless by age 50 was just over 5 per cent.

This figure also shows the age pattern of mean children ever borne (CEB) and mean children surviving (CS) reported by women in the retrospective survey in selected villages in the North. The mean number of surviving children per woman in the age range 15–49 in the retrospective survey was 2.4. The trend in mean CS increases with age of mother and is similar to mean

Figure 5a Mean Children Ever Born (CEB) and mean Children Surviving (CS) in 1993–96 sample surveys, and mean linked children per woman at LEP-2 by age of mother, Karonga District, Malawi
surviving children based on record linkage, justifying the use of the sample survey results to make proportionate adjustments to the record linkage data to allow for child mortality and thereby obtain parity estimates at the time of the LEP-2 survey. For example, mean CEB for women aged 45–49 in the sample survey was 6.6 and mean number of surviving children for women in this age group was 4.6. Since the mean number of linked children per woman at LEP-2 in this age group was 4.1, our best estimate of the CEB for this age group at LEP-2 is 5.9 (= 4.1 x 6.6/4.6). A Gompertz fertility model fitted to the average parities derived from such adjustments, shown in Figure 5b, suggests a total fertility rate for the district of 6.4 around 1988, the mid-point of the LEP-2 survey. Applying the model’s age specific fertility rates to the adjusted population age distributions yields a general fertility rate of 165 per thousand women aged 15–49 and a crude birth rate of 48 per thousand.

Mortality estimates
The 112 886 individuals recorded at LEP-1 provided 407 000 person-years of follow-up in the 5-year period between LEP-1 and LEP-2, during which time 2 991 were reported to have died. It is not possible to estimate infant mortality in this population, since there are no data on deaths of children born in the

Figure 5b Mean CEB from adjustment of linked children per woman and fitted Gompertz relational fertility model
inter-survey interval, and those infants alive at LEP-1 would for the most part have already survived the dangerous neo-natal period, so that their subsequent mortality cannot be used to estimate mortality for the whole of the first year of life. For the same reason, we cannot directly calculate under-five mortality risks or conventional crude mortality rates, as infant deaths would be excluded. Observed age specific mortality rates are presented from age 1 upwards, but the values for ages 7 and under are based on the person-years lived by older children already born by LEP-1, and exclude the experience of those born in the inter-survey interval, although allowance has been made for left censoring.

Figure 6a shows the mortality rates obtained using information for the whole of the population with their estimated ages obtained after re-distributing those with unknown age as explained above. Figure 6b shows mortality data based only on those who were able to give a precise year of birth. The data are shown in ten-year age groups, so as to minimise the effect of inter-age group transfers following the age allocation procedure. Apart from the age-group 10–19, mortality rates were consistently higher in individuals who could only estimate their birth years using the local events calendar, compared to those reporting a precise year of birth. The age group 10–19 is

Figure 6a Observed and model fitted mortality rates for individuals with estimated years of birth: Karonga District, Malawi 1979–89
unusual in that more males than females have an unknown birth year (280 males compared to 80 females at LEP1).

Model life-tables (generated using the Brass logit relational system based on his general standard) were fitted to the observed data, by minimising the sums of squares of differences between observed and fitted logarithms of mortality rates in 10-year age groups. The within-age group structure can have an appreciable effect when relatively wide age intervals are used, and this was allowed for by assuming an average annual growth rate of 3 per cent during the birth years of persons enumerated in the two surveys, which was applied to the model person-years and events before comparing model and observed rates. As shown in Figures 6a and 6b, the models can be used to obtain extrapolated values for mortality rates in the youngest age group, and to reconstruct conventional mortality indices.

The model fitted to the whole dataset including the use of estimated ages, suggests an infant mortality rate of 123 per thousand, under-five mortality of 186 per thousand, an adult mortality index of 37 per cent (proportion of 15-year olds who would die before age 60), and life expectancy of 50 years. The model fitted only to the mortality experience of those with precisely stated ages implies infant mortality of 147 per thousand, under-five mortality

---

**Figure 6b** Observed and model fitted mortality rates for individuals with precise years of birth: Karonga District, Malawi 1979–89
of 198 per thousand, an adult mortality index of 26 per cent and life expectancy of 54 years. Fitting to the precise age data generates a model life-table with a somewhat extreme relationship between relatively low adult and very high child mortality, unlike the estimated age model fit, in which both adult and child mortality are high.

**Indirect mortality estimation**

The special surveys in Kasowa and Lower Songwe in 1993 and 1996 yielded information on proportion of children dead by mother’s age that could be used to make indirect mortality estimates. Of 3,106 women interviewed in these surveys, 2,983 (96 per cent) indicated the total number of children they ever had. The proportion dead of CEB to women aged between 15–49 years increased with age of the women, from 23 per cent in those aged 15–19 up to 31 per cent in those aged 45–49 years. The calculation procedure for obtaining the indirect estimates of child mortality is shown in Table 1, using the Brass General standard model life-table.

### Table 1 Brass Indirect Estimation of Child Mortality: Kasowa area, Karonga, Malawi 1993–96

<table>
<thead>
<tr>
<th>Age of mother</th>
<th>Average age x of children</th>
<th>Mean parity</th>
<th>Proportion dead</th>
<th>Indirect mortality q(x)</th>
<th>Indirect infant mortality rate q(1)</th>
<th>Indirect Under-5 mortality rate q(5)</th>
<th>Time location of mortality (year)</th>
<th>Indirect central mortality rate (\bar{M}_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15–19</td>
<td>1</td>
<td>0.3611</td>
<td>0.2268</td>
<td>0.1831</td>
<td>0.1831</td>
<td>0.3091</td>
<td>1992.6</td>
<td>0.074</td>
</tr>
<tr>
<td>20–24</td>
<td>2</td>
<td>1.5294</td>
<td>0.2105</td>
<td>0.2079</td>
<td>0.1517</td>
<td>0.2630</td>
<td>1991.3</td>
<td>0.062</td>
</tr>
<tr>
<td>25–29</td>
<td>3</td>
<td>3.0639</td>
<td>0.2380</td>
<td>0.2398</td>
<td>0.1548</td>
<td>0.2677</td>
<td>1989.5</td>
<td>0.065</td>
</tr>
<tr>
<td>30–34</td>
<td>5</td>
<td>4.1429</td>
<td>0.2348</td>
<td>0.2415</td>
<td>0.1376</td>
<td>0.2415</td>
<td>1987.4</td>
<td>0.060</td>
</tr>
<tr>
<td>35–39</td>
<td>10</td>
<td>5.7908</td>
<td>0.2563</td>
<td>0.2695</td>
<td>0.1321</td>
<td>0.2330</td>
<td>1985.1</td>
<td>0.063</td>
</tr>
<tr>
<td>40–44</td>
<td>15</td>
<td>5.8559</td>
<td>0.2887</td>
<td>0.2974</td>
<td>0.1397</td>
<td>0.2448</td>
<td>1982.6</td>
<td>0.068</td>
</tr>
<tr>
<td>45–49</td>
<td>20</td>
<td>6.5960</td>
<td>0.3093</td>
<td>0.3141</td>
<td>0.1348</td>
<td>0.2372</td>
<td>1979.6</td>
<td>0.069</td>
</tr>
<tr>
<td>Average for calendar years 1982–88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1365</td>
<td>0.2397</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Under-five mortality ranged between 240 and 270 per thousand and infant mortality from 135 to 155 per thousand in the period 2–15 years prior to the survey. The plot of child mortality suggests only slight fluctuations up to 1988 but between 1988 and 1993 there is a noticeable rise, even if the most recent
point is ignored when interpreting the results of indirect analyses, as it is affected by the higher mortality of children of teenage mothers, and is not considered a reliable guide to the general trend (National Statistical Office Malawi and Macro International 1994, David, Bisharat, Hill et al. 1990).

**Risk factor analysis for mortality**

Socio-demographic risk factors for mortality are summarised in Table 2, which shows the observed mortality rates by sex, age, residence, education, occupation and housing characteristics. The crude rate ratios, comparing categories for each risk factor, are shown in the fourth column, and adjusted rate ratios (derived using Poisson regression) to allow for confounding by age and sex are shown in the sixth column. There was a relationship between mortality and geographical residence zone, with the highest mortality in the northern hills. Mortality decreased from the northern part down to the southern part of the district. Categorising zones into northern (zones A and B) versus southern Karonga (zones C, D and E), reveals that the individuals living in the northern part had 1.30 (95 per cent CI: 1.19, 1.39) times higher mortality than those in the southern part of Karonga District, after adjusting for age and sex.

Mortality was also found to be highest in those with no record of primary education (6.4 deaths per 1 000 PYR) and decreased with level of primary education, in casual labourers and those with no occupation (11.3 deaths per 1 000 PYR). Casual labourers had 2.30 (1.69, 3.15) times higher mortality than salaried workers and those with no primary education had 1.98 (1.59, 2.48) times higher mortality than those who had attended primary school and completed standards 6–8 after adjusting for age and sex. There were also differences in mortality based on housing quality (defined by construction materials) after adjusting for age and sex. Individuals living in houses made of wood and mud had 1.21 (1.10, 1.34) times higher mortality than those living in houses made of burnt bricks and those living in temporary shelters had 1.27 (0.99, 1.63) times higher mortality than those with burnt brick houses.

After adjusting for age, sex, occupation and housing, mortality was 1.14 (1.03, 1.25) times higher in individuals who could only estimate their birth years using the local events calendar compared to those with precise years of birth.
Table 2 Assessment of risk factors for mortality. Karonga District, northern Malawi 1979–89

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Number of deaths/Person years (PYR)</th>
<th>Crude mortality rate (per 1 000 PYR)</th>
<th>Rate ratio</th>
<th>Rate ratio (95 per cent CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1 255/187 530</td>
<td>6.7</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 735/219 397</td>
<td>7.9</td>
<td>1.18</td>
<td>1.03 (0.91, 1.17)</td>
<td>0.744</td>
</tr>
<tr>
<td><strong>Age (in years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–4</td>
<td>951/50 782</td>
<td>18.7</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5–19</td>
<td>874/213 495</td>
<td>4.1</td>
<td>0.22</td>
<td>0.22 (0.20, 0.26)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>20–44</td>
<td>482/104 184</td>
<td>4.6</td>
<td>0.25</td>
<td>0.26 (0.22, 0.31)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>45+</td>
<td>683/38 466</td>
<td>17.8</td>
<td>0.95</td>
<td>0.65 (0.53, 0.79)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td><strong>Geographical zone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A Northern Hills</td>
<td>210/17 796</td>
<td>11.8</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B North lake shore</td>
<td>1 261/155 766</td>
<td>8.1</td>
<td>0.69</td>
<td>0.68 (0.59, 0.79)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>D Semi-urban</td>
<td>286/43 413</td>
<td>6.6</td>
<td>0.56</td>
<td>0.55 (0.46, 0.66)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>C Southern Hills</td>
<td>723/106 500</td>
<td>6.8</td>
<td>0.58</td>
<td>0.56 (0.48, 0.66)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>E South lake shore</td>
<td>511/83 547</td>
<td>6.1</td>
<td>0.52</td>
<td>0.49 (0.42, 0.58)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std 6–8</td>
<td>342/78 886</td>
<td>4.3</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std 1–5</td>
<td>1 288/220 179</td>
<td>5.8</td>
<td>1.35</td>
<td>1.37 (1.20, 1.57)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>No school (aged 5–18 years)</td>
<td>254/39 448</td>
<td>6.4</td>
<td>1.49</td>
<td>1.98 (1.59, 2.48)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>
Migration

Altogether 12 per cent (13,275) of individuals recorded at LEP-1 had out-migrated over the (approximate) 5-year period before LEP-2 (12 per cent for males, 11 per cent females). The rates of out-migration increased with age and peaked in the age group 20–24 (21 per cent for females, 24 per cent for males) and declined to very low levels for individuals aged over 45. The rates are higher for girls than boys under 15 years of age, but consistently higher for males above that age.

Of the 146,115 individuals recorded at LEP-2, 10 per cent (13,969) had immigrated into Karonga District after LEP-1 (9 per cent males, 10 per cent females). In general, the percentages of in-migrants were higher for females than for males between the ages 10–29. This is likely to reflect the tradition in northern Malawi for women to join their husbands’ households upon marriage.

**DISCUSSION**

This analysis of Karonga data provides a detailed description of a developing country population in sub-Saharan Africa during the 1980s. The dataset provides baseline information for further analyses of a variety of demographic, social, economic and epidemiological issues. Of particular importance today are questions relating to the demographic impact of HIV/AIDS, which has grown into the prime determinant of population change in the years since collection of the data analysed here.
The population of Karonga during the 1980s was predominantly young, typical of rural African communities, with 46 per cent of the population under 15 years of age. The age distribution reflects a high fertility population, consistent with our estimate of a total fertility of 6.4 children, and comparable to estimates of 5.7 and 6.7 for the northern region of Malawi derived from the 1987 census and 1992 MHDS respectively (National Statistical Office Malawi 1987, NSO Malawi and Macro International 1994).

The crude sex ratios (number of males per 100 females) at LEP-1 and LEP-2 were 90 and 94 with an excess of females over males for those aged between 20 and 55 years. This is partly attributable to migration of males to urban areas outside Karonga in search of better employment opportunities, and partly to lower (cumulated) female mortality. However after age 50 sex ratios increased with age, even after the adjustment for approximately reported age. This increase is unexpected because women live longer than men in most populations (Timæus 1997) so one would expect the sex ratios to continue to fall in older age groups. The observed trend may be in part a reflection of men returning to their homes after retirement, though this should not push up the sex ratio close to 1 because excess mortality would also affect the migrants. In a stable population with the kind of mortality patterns seen in this population sex ratios would be expected to be well below 0.9 in the oldest age group, 65+. It is hard to tell how much of the distortion is due to migratory movements. The increase in sex ratio at older ages may be due, in part, to errors in birth year reporting by females as females are less likely to give precise years and this increases with age. It is likely that birth year estimates are also affected by age exaggeration, and this may be worse for men than for women, since age confers status on those who aspire to leadership in the community.

Our estimate of crude birth rate (47 per thousand for the period 1982–88) is higher than the Karonga District figure of 37 births per 1 000 reported in the 1987 Malawi Census, but close to the DHS estimate for 1987–92 for the Northern region of 44 per thousand. The total fertility estimate of 6.4 births per woman is also close to the DHS Northern region estimate of 6.7, although the age-specific schedule in the DHS is older than that derived from our Gompertz model fit to mean parity data: the mean age of the DHS fertility schedule for 1987–92 is 29.8, whereas the mean age of our model is 26.4.

In adults, we observed higher mortality in individuals with birth estimates compared to those with precise years of birth. Knowledge of birth year is related to level of education and socio-economic status of individuals. The fact
that more males than females are able to give a precise year of birth reflects the historical higher educational attainment of males, and a greater awareness of age in males, for whom advanced years confer greater social status. The links between social standing and age may lead to some age exaggeration among males purporting to know their true birth year. In the 10–19 age group more females than males report their precise year of birth – this may reflect a greater awareness of age among teenage females, for whom puberty signifies availability for marriage. Again, some exaggeration of age may occur for girls who experience puberty early, or begin childbearing at an atypically early age. Census reports are also subject to age misreporting, but the longitudinal nature of the LEP-1 and LEP-2 data, and the special effort made to distinguish known date of birth from approximations provides more detailed insights into the likely patterns of miss-statement.

Geographical patterns of mortality may reflect a variety of environmental factors. North Karonga is hilly in parts, but includes the flood plain of the Songwe River, which renders large parts of the area inaccessible during the rainy season, and exacerbates malaria transmission. The southern part of the district consists of a small urban centre and a less hilly area with easier access to the lake and town (to supplement food and income), and to health centres. There was a higher leprosy incidence in the north than south Karonga (Sterne, Ponninghaus, Fine et al. 1995). Recently, it has been found that filariasis is also higher in the north (Ngwira, Jabu, Kanyongoloka et al. 2002). These geographical patterns deserve further investigation.

Since there are no data on births occurring between LEP-1 and LEP-2, it is not possible to make direct estimates of infant and child mortality based on children surviving to LEP-2. Nor is it possible to generate a complete life-table for the population or to estimate the crude death rate. However, two types of indirect estimate are possible: one based on model life-table fitting to conditional survival estimates for the population aged 5 and over, the second based on Brass procedures applied to data on child survival collected in selected villages.

If we restrict the model life-table fitting to mortality data based on individu- als for whom a precise date of birth is known, the survival estimates for older adults are based on an increasingly selected low-mortality population. This increasing selectivity with age affects females more than males. Model life-table survival curves generated from these data would be expected to have too shallow a slope, leading to over-estimates of infant mortality. Indeed, the DHS
estimate for the northern region for the period 1982–87 of 123 per thousand, matches exactly the estimate obtained for the fit to the full dataset with estimated ages, but is considerably lower than the estimate of 147 based on fitting only the “precise” age mortality data. Under-five mortality is less affected by this bias, so that both our estimates: 186 based on the total population fitting, and 198 based on the restricted fitting to those with precise age information, are close to the DHS estimate of 202 per thousand.

A crude death rate (CDR) estimate of 18.3 was obtained by applying the model life-table obtained by fitting to the experience of the total population (including those with estimated date of birth) to the adjusted population age distribution, and the equivalent measure based only on those with precise date of birth was 16.5. There was very little difference between estimates based on LEP-1 or LEP-2 populations. By comparison, the CDR for Karonga District from the 1987 Malawi censuses was 17.4 deaths per 1 000 persons, based on household deaths in the last 12 months, corrected for under-enumeration (National Statistical Office Malawi 1987).

The retrospective estimates from the Brass indirect procedure which is restricted to selected villages in the north of the district yield average values of 137 and 240 for infant and under-five mortality respectively over the same time period (1982–87) corresponding to the middle of the LEP-1 to LEP-2 interval. These villages are thought to constitute a relatively high mortality area within the northern part of Karonga district (which itself is characterised by higher mortality rates than the southern part of the district), so the relationship of these mortality risks to the DHS estimates, and the model life-table extrapolation for under-five mortality is plausible.

There is a suggestion from the indirect analysis that under-five and infant mortality began to rise after 1988, and it is tempting to ascribe this to the HIV epidemic. Most infants who acquire HIV from their mothers die in the first five years of life, and the estimated proportion of infected births in Karonga district rose slowly from about 1.5 per cent in 1988 to 4.5 per cent in 1992 (Crampin et al. 2003). However, the method of indirect estimation of child mortality does not take into account the complex relationship between HIV/AIDS, maternal age, fertility and maternal survival, and would tend to smooth out any real trends due to HIV infection. In fact, national level data from Malawi suggest that improvements in non HIV-related child mortality have been the dominant feature governing child mortality trends since 1990 (Zaba, Marston and Floyd 2004). The apparent trend in the more recent Brass
estimates is most likely an artefact due to the higher mortality of children born to teenage mothers (David, Bisharat, Hill et al. 1990).

HIV prevalence measured for subpopulations in this area on the basis of retrospectively testing adult blood samples collected during LEP-1 and LEP-2 are 0.2 per cent and 4 per cent for 1982 and 1988 respectively, but more recent estimates based on ante-natal surveillance imply that HIV prevalence in the district is currently around 13 per cent (Crampin et al. 2003). The patterns of fertility, mortality and age/sex structures presented above relate largely to the time before the HIV epidemic took hold in this area, and are likely to change appreciably as a consequence of high AIDS-related mortality. The Karonga setting provides an exceptional opportunity to investigate the demographic effects of the HIV epidemic on this rural population. An HIV cohort study following up HIV-positive individuals, HIV-negative controls and their families, has been implemented, and showed that between 1988 and 1998 mortality among those who were infected by 1988 was more than eight times as high as mortality among the uninfected, mortality amongst the spouses of HIV-infected individuals was four times as high as among the spouses of HIV-negative controls, and children of HIV-infected mothers had almost three times the mortality rate of children of uninfected mothers (Crampin, Floyd, Glynn et al. 2002, 2003). A demographic surveillance system has now been implemented – affiliated to the INDEPTH network (INDEPTH 2004) – to track fertility and mortality trends. The results of these new studies will be compared with the baseline measures presented in this paper.
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APPENDIX A

Age redistribution

Age heaping is often observed due to digit preference in the face of uncertainty about actual birth dates. When birth date reporting is poor, local events calendars are often used to give approximate years of birth. Although in this analysis age heaping certainly dominates the picture due to the local events calendar, it would be unusual not to have some age misreporting due to digit preference as well. The procedure presented here for smoothing the age distribution by redistributing age of individuals with birth estimates based on those who gave precise years of birth may be applicable to other studies.

The age distribution in Figure 2a showed apparent age heaping in the older age groups, which was a reflection of birth-year estimates used. The age distribution of the population is skewed and, as such, the middle of an estimated period of birth may not be a good representation of the birth estimate of individuals born within that time period.

Individuals with birth year estimated according to the local events calendar were counted and classified according to the birth-year range. Individuals with precise years of birth were also counted according to the corresponding ranges of the event calendar, yielding an observed birth-year distribution of individuals who were born within each estimate period. Those with birth-year estimates were then redistributed proportionally according to the age distribution of those with precise ages within the same calendar range.

As a result of this smoothing, the age distribution in Figure 2b does not show any digit preference. There is a smooth decline with age except for a hump at about 70 years, which may reflect an artifact (i.e. old people claiming to be precisely 70 years of age, and field staff then subtracting 70 from year of interview, and recording that figure as a precise birth year).

In our age redistribution by proportional allocation we have assumed that individuals in a particular age range estimate are a random sample of that birth cohort. This, of course, may not be true – as even within an age range, the proportion with precise years of birth will decline with age. It would be possible to model and correct for this trend. The smoothing methodology explained above would be appropriate in other populations with long time periods between consecutive events in a local reference calendar.
The estimation of infant mortality from proportions dying among births in the past 24 months
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Abstract
Censuses and demographic surveys in developing countries frequently include questions of adult women as to the date of their most recent live birth, and whether or not the child is still alive. Using a mathematical model of mortality in infancy and childhood, we show that the proportion dying among children born in the 24 months prior to the census or survey, multiplied by a factor of 1.09, gives a close approximation to the infant mortality rate. Applications to data from Indonesia and Kenya give results which are in good agreement with those from other sources. The method has the advantages that it provides up-to-date estimates which are robust to the selectivity bias inherent in birth history data for countries with a high prevalence of HIV. But it is vulnerable to reporting errors and non-response.
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INTRODUCTION
Most African censuses and demographic surveys have included questions of adult women as to the number of children they have borne, how many are still living and how many have died. From the proportions of children dying,
tabulated by age groups of mother, indirect estimates of infant and child
mortality can be obtained, using the techniques originally devised by Brass
(1968) and the subsequent variations on this theme (United Nations 1983).
Extensive applications of these methods have revealed various problems. In
particular the estimates based on the youngest age group of mothers, 15–19,
have generally shown a sharp upward bias which has been attributed to their
large component of first births which are generally subject to above-average
mortality (Ewbank 1982). This bias is also sometimes visible, though to a lesser
extent, in the data for the 20–24 age group. Thus the data for women aged
under 25 frequently have to be discarded, and the first useable estimates are
those for the 25–29 age group. But these estimates typically have a time
location about five years prior to the census or survey, so that we have no
information on recent trends in mortality.
This difficulty has now been further compounded, in countries with high
prevalence of HIV and AIDS mortality, by the selectivity of the respondents.
We only have reports from living mothers; the mortality of children borne by
mothers who have died will not feature in our data. If, as must surely be
inevitable in any circumstances, there is an association between the mortality
of the mothers and that of their children, the estimates will be biased
downwards. In normal conditions such bias is trivial, since female mortality at
these ages is relatively low, but the advent of the AIDS epidemic has rendered it
far from negligible. Not only has the mortality of women in the child-bearing
years enormously increased, but the association with that of their children has
been greatly strengthened by the vertical mother-to-child transmission of the
virus. It will clearly have affected not only the indirect mortality estimates
from census data, but also direct estimates from birth histories, such as are
collected in the Demographic and Health Surveys.
Much research remains to be done on the measurement of this selectivity
bias, its relation to the levels and trends of HIV prevalence, and possible
methods of correction. However some exploratory modelling by Basia Zaba
and Marc Artzrouni has suggested that the bias is relatively small for children
born less than five years before the census or survey, but becomes progressively
greater beyond that point (Mahy and Zaba 2005; Artzrouni and Zaba 2003).
The implications of this finding for the traditional indirect estimates are clearly
serious: we cannot use those based on the reports of females under 25 because
of the first-birth bias; nor can we trust those of mothers over 25 because of the
selectivity. Demographers therefore need to look for alternative sources of
The estimation of infant mortality information on mortality which will give estimates which are both up-to-date and robust to selectivity. This paper suggests one such possible source.

In many censuses and surveys questions have been asked of adult women as to the date of their most recent live birth and whether or not the child is still alive. Estimates of the infant mortality rate (IMR) have then been made by calculating the proportion dying among children born during the last 12 months, which is assumed to represent about two-thirds of the IMR. The results of this procedure have varied: sometimes they have given estimates which are plausible and consistent with those derived from other information, but all too often they have clearly been unacceptable (Blacker 1984; Chackiel and Gough 1989). The reasons are not hard to find. Census questions on date of last birth are vulnerable to non-response; some enumerators do not bother to ask the question, and enter an answer based on the age of the youngest child in the household; many respondents give the date of birth as “about a year ago”, so there is heavy heaping on the date 12 months before the census or survey.

In these circumstances there are obvious advantages in basing the calculations, not on births in the last 12 months, but on those occurring during the 24 months prior to the survey. The number of births would be approximately doubled, thus reducing the sampling errors, and the problem of how to handle the births heaped on a date just 12 months before the survey would be largely eliminated. Only a very small proportion of the mothers will have had more than one birth in successive pregnancies during the period, so that any bias resulting from the under-representation of children borne by mothers with short birth intervals would be minimal. The data should also be robust to the AIDS-selectivity bias. As mentioned above Artzrouni and Zaba found that this bias was small for children born in the last five years; a fortiori it will be even smaller for those born in the last two years; and on common-sense grounds we know that the period of HIV incubation is much longer for adults than for children, so the proportion of HIV-positive women who were fit enough to give birth in the last two years who will die before the census or survey will be very small. Furthermore the proportion dying will clearly be much closer to the infant mortality rate: while the average exposure of children born in the last 12 months is about half a year, that of children born between 12 and 24 months ago will be about 1.5 years, so the proportion dying of the two combined should be a close approximation to the IMR. However this relationship needs to be examined more closely.

Using standard life-table notation, the proportion surviving from births in
the last 12 months is \( L_0 \), and that from the 12 months before that is \( L_1 \). Thus the proportion dying among the births of the last 24 months will be
\[
1 - \frac{\frac{L_0}{2}}{2},
\]
when the life-table survivors, \( l(x) \), and the life-table population, \( nL_x \), are calculated from a radix of 1. The relationship between this and the infant mortality, which we will denote at \( q(1) \), will vary from population to population, depending on the age pattern of mortality in infancy and childhood. In model life-table systems, such as those of Coale and Demeny, with discreet age patterns and fixed separation factors for the calculation of \( L_0 \), it is a fairly simple matter to derive the relationship between \( 1 - \frac{L_0}{2} \) and \( q(1) \). However it would clearly be preferable if we could use a continuous function which would cover the whole range of human experience, rather than discreet models.

**A MATHEMATICAL MODEL OF MORTALITY IN INFANCY AND CHILDHOOD**

Over the first few years of life mortality initially falls rapidly with age and then levels out. It clearly resembles a hyperbola, \( y = \frac{1}{x} \), and various demographers have used this relationship to depict early-age mortality (e.g. Keyfitz 1966). In accordance with this line of thought, we suggest that the curve of life-table survivors \( l(x) \), can be quite well represented by the simple function:
\[
l(x) = (1 + \alpha x)^{-\beta}
\]
where \( x \) is age in either years or months; alpha and beta are two constants which give the level and pattern of the death rates\(^3\). Their nature is most conveniently seen in terms of \( \mu(x) \), the force of mortality at age \( x \). Taking logs and differentiating:
\[
\ln l(x) = -\beta \ln(1 + \alpha x), \text{ and } \mu(x) = \frac{\alpha \beta}{(1 + \alpha x)} = \frac{\mu(o)}{1 - \alpha x}.
\]
Alpha thus determines the pace of fall in mortality with age, and beta adjusts for the level.

---

\(^3\) The values of the parameters will of course differ according to whether months or years are used, but the end result, in terms of the fitted life-table values, will be the same. The use of months is clearly preferable if one needs to fit the model to obtain neonatal rates or other subdivisions of the first year of life, as we have done with the Matlab and Sine Saloum data shown below. Otherwise years are generally simpler to use, as we have done with the INDEPTH life-tables shown in Table 3 below.
The model may be fitted to any life-table, given two values of \( l(x) \), say at ages 1 and 5 years, or 12 and 60 months. Alpha can then be derived from the ratio of their logarithms, which we denote as \( R \). Then
\[
R = \frac{\ln l(12)}{\ln l(60)} = \frac{\ln(1 + 12\alpha)}{\ln(1 + 60\alpha)}.
\]

The value of alpha which gives the observed value of \( R \) can then be found by iteration, which, with a spreadsheet or programmable calculator, can be done very quickly. Beta can then be determined as
\[
-\frac{\ln l(60)}{\ln(1 + 60\alpha)}.
\]

The choice of the two ages at which to fit the model can be found empirically. Other more refined methods of fitting, such as minimising the squared differences between the observed and fitted values, can of course be used, but have been found to differ only minimally from this simpler procedure.

By way of illustration we have fitted the model to two data sets with widely different levels and patterns of mortality. The first is the 1992 data from Matlab in Bangladesh, where the population has been kept under observation by the International Centre for Diarrhoeal Disease Research (ICDDR, B 1995), and where mortality between 1 and 5 years is relatively low in comparison with that in infancy. The model was fitted at 6 and 60 months. The results are shown in Table 1.

Table 1 Matlab 1992: Observed and model values of life-table survivors in the first ten years of life

<table>
<thead>
<tr>
<th>Age (months) x</th>
<th>Observed ( l(x) )</th>
<th>Fitted ( l(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1 000</td>
<td>1 000</td>
</tr>
<tr>
<td>1</td>
<td>948</td>
<td>956</td>
</tr>
<tr>
<td>6</td>
<td>925</td>
<td>925</td>
</tr>
<tr>
<td>12</td>
<td>914</td>
<td>913</td>
</tr>
<tr>
<td>24</td>
<td>900</td>
<td>900</td>
</tr>
<tr>
<td>36</td>
<td>891</td>
<td>893</td>
</tr>
<tr>
<td>48</td>
<td>887</td>
<td>888</td>
</tr>
<tr>
<td>60</td>
<td>884</td>
<td>884</td>
</tr>
<tr>
<td>120</td>
<td>877</td>
<td>872</td>
</tr>
</tbody>
</table>

\( \ln l(6) = -0.078178 \)
\( \ln l(60) = -0.122914 \)
\( R = 0.636038 \)

Alpha = 8.8845
Beta = 0.0196
The largest discrepancy between the observed and fitted values is, unsurprisingly, in the first month of life. The fits at 12, 24, 36 and 48 months are highly satisfactory; even the extrapolated figure at age 10 years is reasonably close to the observed value.

The second fitting is to the data from Sine Saloum, Senegal, in the 1960s, where almost half the children died in the first five years of life, and where the mortality between 1 and 5 was substantially higher than that in infancy (Cantrelle and Leridon 1971). This provides a more exacting test, and in one respect the model cannot hope to reproduce the original data. The observed age-specific mortality rates actually increased in the second six months of life, and did not start to fall again until well into the second year; in contrast the model can only feature a monotonic decline in mortality with increasing age. Nevertheless by fitting the model at 12 and 60 months, it reproduces the high childhood mortality in comparison with infancy, as shown in Table 2. Thus the flexibility of the model and its ability essentially to represent the range of human experience is demonstrated.

Table 2 Sine Saloum 1962–68: Observed and model life-table survivors in the first five years of life

<table>
<thead>
<tr>
<th>Age (months) x</th>
<th>Observed 1(x)</th>
<th>Fitted 1(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1 000</td>
<td>1 000</td>
</tr>
<tr>
<td>3</td>
<td>920</td>
<td>931</td>
</tr>
<tr>
<td>6</td>
<td>886</td>
<td>875</td>
</tr>
<tr>
<td>9</td>
<td>842</td>
<td>829</td>
</tr>
<tr>
<td>12</td>
<td>789</td>
<td>789</td>
</tr>
<tr>
<td>24</td>
<td>629</td>
<td>676</td>
</tr>
<tr>
<td>36</td>
<td>548</td>
<td>602</td>
</tr>
<tr>
<td>48</td>
<td>521</td>
<td>549</td>
</tr>
<tr>
<td>60</td>
<td>509</td>
<td>509</td>
</tr>
</tbody>
</table>

\[
\ln l(6) = -0.23638 \\
\ln l(60) = -0.67565 \\
R = 0.349856 \\
\text{Alpha} = 0.056479 \\
\text{Beta} = 0.456818
\]

MODELS OF MORTALITY AMONG CHILDREN BORN IN THE LAST 24 MONTHS

The proportion dead, denoted by \( D \), among children born in the last 24 months, is, as we have seen,
\[ 1 - \frac{2L_0}{2}; \text{ it may also be written as } 1 - \frac{1}{2} \int ldx. \]

Inserting the function for \( lx \) described above
\[
\int_0^2 ldx = \frac{[(1+2\alpha)^{1-\beta} - 1]}{\alpha(1-\beta)}.
\]

The infant mortality rate, \( q(1) \), is \( 1 - (1+\alpha)^{-\beta} \). Thus the adjustment factor needed to convert \( D \) into \( q(1) \), can readily be calculated given values of \( \alpha \) and \( \beta \).

Using a spreadsheet, we have generated 120 models with alpha ranging from 0.2 to 1000 and beta from 0.01 to 0.8, and so with correspondingly wide ranges in the levels and patterns of mortality: infant mortality, \( q(1) \), from 26 to 478 per thousand, and the proportion which infant mortality forms of deaths in the first two years of life, \( q(1)/q(2) \), from 57 to 92 per cent. We also calculated the adjustment factor, \( q(1)/D \), needed to convert the proportion dead among children born in the last 24 months into infant mortality. Examination of the results shows that \( q(1)/D \) is unrelated to the level parameter, \( \beta \), and is essentially determined by the age pattern, as defined by \( \alpha \).

The nature of the relationship, which is perhaps somewhat surprising, is shown in Figure 1, where \( q(1)/D \) is plotted, not against \( \alpha \), but against the more readily understandable \( q(1)/q(2) \). In the central part of the range, with \( q(1)/q(2)s \) of between 65 and 85 per cent, the correction factors nearly all lay between 1.08 and 1.1, with a mean of 1.092. At both ends of the distribution they drop away, but do not fall below 1.04, at least within the range we have created.

Some of the combinations of \( \alpha \) and \( \beta \) in this array of models may be regarded as somewhat unrealistic. We have therefore fitted our model to some real African life-tables and so calculated the values of \( q(1)/D \). The INDEPTH publication *Population and Health in Developing Countries* (2002) contains abridged life-tables, by sex, for 17 African demographic surveillance sites. They cover a broad range of infant and child mortality. Under-five mortality ranges from 32 per thousand for males in Agincourt (South Africa) to 255 per thousand for males in Bandafasssi (Senegal). The parameters of the models were fitted to the life-table survivors at ages 1 and 5 years. The results are shown in Table 3. It will be seen that, of our 34 life-tables, 24 had values of \( q(1)/D \) of between 1.087 and 1.097. The median value was 1.092.

We have also made these calculations for two populations with low mortality – England and Wales (1993–95) and Japan (2001). These gave
slightly lower estimates of \( q(1)/D - 1.04 \) for England and Wales and 1.07 for Japan. In such low mortality populations, relatively greater reductions have been achieved in child than in infant mortality, so that the \( q(1)/q(2) \) and the \( \alpha \) tend to be high.

We may conclude therefore that estimates of infant mortality derived from proportions of children dying among those born during the last 24 months are remarkably robust to variations in the level and age pattern of infant and child mortality. If such estimates are being made for a population for whom nothing is known about the age pattern, a “default” correction factor of 1.09 can be used. If, however, there is reason to believe that child mortality is either unusually high in relation to that in infancy, as in parts of West Africa, or unusually low, such as would merit the use of the Coale–Demeny “East” or the United Nations “Chilean” models, then a slightly lower figure, not below 1.04, may be used. The use of lower factors might also be appropriate where the level of mortality is low – say infant mortality rates of under 50 per thousand. In any event the error introduced by the use of an inappropriate correction factor will be almost certainly be trivial compared with those due to response errors in the data.

**Figure 1** Children born in the last 24 months – estimation factors for infant mortality
<table>
<thead>
<tr>
<th>Surveillance Site</th>
<th>Date</th>
<th>Sex</th>
<th>( l(1) )</th>
<th>( l(5) )</th>
<th>Alpha</th>
<th>Beta</th>
<th>( q(1)/D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agincourt</td>
<td>1995–99</td>
<td>M</td>
<td>0.98494</td>
<td>0.96768</td>
<td>2.074</td>
<td>0.0135</td>
<td>1.0872</td>
</tr>
<tr>
<td>South Africa</td>
<td></td>
<td>F</td>
<td>0.98337</td>
<td>0.96631</td>
<td>2.700</td>
<td>0.0128</td>
<td>1.0909</td>
</tr>
<tr>
<td>Bandafassi</td>
<td>1995–99</td>
<td>M</td>
<td>0.86140</td>
<td>0.74546</td>
<td>3.245</td>
<td>0.1032</td>
<td>1.0967</td>
</tr>
<tr>
<td>Senegal</td>
<td></td>
<td>F</td>
<td>0.88357</td>
<td>0.78258</td>
<td>3.150</td>
<td>0.0870</td>
<td>1.0958</td>
</tr>
<tr>
<td>Bandim</td>
<td>1995–96</td>
<td>M</td>
<td>0.88763</td>
<td>0.77243</td>
<td>2.068</td>
<td>0.1063</td>
<td>1.0919</td>
</tr>
<tr>
<td>Guinea-Bissau</td>
<td></td>
<td>F</td>
<td>0.89848</td>
<td>0.78320</td>
<td>1.650</td>
<td>0.1098</td>
<td>1.0880</td>
</tr>
<tr>
<td>Butajira</td>
<td>1995–97</td>
<td>M</td>
<td>0.93438</td>
<td>0.88044</td>
<td>4.185</td>
<td>0.0412</td>
<td>1.0953</td>
</tr>
<tr>
<td>Ethiopia</td>
<td></td>
<td>F</td>
<td>0.92891</td>
<td>0.87113</td>
<td>4.250</td>
<td>0.0445</td>
<td>1.0955</td>
</tr>
<tr>
<td>Dar es Salaam</td>
<td>1994–99</td>
<td>M</td>
<td>0.93362</td>
<td>0.88614</td>
<td>6.105</td>
<td>0.0350</td>
<td>1.0951</td>
</tr>
<tr>
<td>Tanzania</td>
<td></td>
<td>F</td>
<td>0.93280</td>
<td>0.88384</td>
<td>5.790</td>
<td>0.0363</td>
<td>1.0952</td>
</tr>
<tr>
<td>Farafenni</td>
<td>1995–99</td>
<td>M</td>
<td>0.93196</td>
<td>0.82900</td>
<td>0.893</td>
<td>0.1105</td>
<td>1.0723</td>
</tr>
<tr>
<td>Gambia</td>
<td></td>
<td>F</td>
<td>0.93354</td>
<td>0.83168</td>
<td>0.869</td>
<td>0.1100</td>
<td>1.0715</td>
</tr>
<tr>
<td>Gwembe</td>
<td>1991–95</td>
<td>M</td>
<td>0.89433</td>
<td>0.78826</td>
<td>2.229</td>
<td>0.0953</td>
<td>1.0925</td>
</tr>
<tr>
<td>Zambia</td>
<td></td>
<td>F</td>
<td>0.90330</td>
<td>0.81108</td>
<td>2.608</td>
<td>0.0793</td>
<td>1.0937</td>
</tr>
<tr>
<td>Hai</td>
<td>1994–99</td>
<td>M</td>
<td>0.93322</td>
<td>0.90827</td>
<td>57.500</td>
<td>0.0170</td>
<td>1.0716</td>
</tr>
<tr>
<td>Tanzania</td>
<td></td>
<td>F</td>
<td>0.94346</td>
<td>0.91829</td>
<td>29.150</td>
<td>0.0171</td>
<td>1.0801</td>
</tr>
<tr>
<td>Ifakara</td>
<td>1997–99</td>
<td>M</td>
<td>0.92388</td>
<td>0.87563</td>
<td>8.440</td>
<td>0.0353</td>
<td>1.0934</td>
</tr>
<tr>
<td>Tanzania</td>
<td></td>
<td>F</td>
<td>0.91391</td>
<td>0.86797</td>
<td>14.100</td>
<td>0.0332</td>
<td>1.0887</td>
</tr>
<tr>
<td>Manhica</td>
<td>1998–99</td>
<td>M</td>
<td>0.91425</td>
<td>0.85125</td>
<td>5.375</td>
<td>0.0484</td>
<td>1.0958</td>
</tr>
<tr>
<td>Mozambique</td>
<td></td>
<td>F</td>
<td>0.94063</td>
<td>0.88381</td>
<td>2.871</td>
<td>0.0452</td>
<td>1.0931</td>
</tr>
<tr>
<td>Mlomp</td>
<td>1995–99</td>
<td>M</td>
<td>0.95176</td>
<td>0.91120</td>
<td>4.130</td>
<td>0.0302</td>
<td>1.0949</td>
</tr>
<tr>
<td>Senegal</td>
<td></td>
<td>F</td>
<td>0.95058</td>
<td>0.90140</td>
<td>2.672</td>
<td>0.0390</td>
<td>1.0921</td>
</tr>
<tr>
<td>Morogoro</td>
<td>1994–99</td>
<td>M</td>
<td>0.89476</td>
<td>0.81668</td>
<td>4.955</td>
<td>0.0623</td>
<td>1.0963</td>
</tr>
<tr>
<td>Tanzania</td>
<td></td>
<td>F</td>
<td>0.88806</td>
<td>0.81810</td>
<td>7.960</td>
<td>0.0541</td>
<td>1.0942</td>
</tr>
<tr>
<td>Navrongo</td>
<td>1995–99</td>
<td>M</td>
<td>0.89342</td>
<td>0.81879</td>
<td>5.805</td>
<td>0.0588</td>
<td>1.0959</td>
</tr>
<tr>
<td>Ghana</td>
<td></td>
<td>F</td>
<td>0.89704</td>
<td>0.83135</td>
<td>7.690</td>
<td>0.0503</td>
<td>1.0944</td>
</tr>
<tr>
<td>Niakhar</td>
<td>1995–98</td>
<td>M</td>
<td>0.91020</td>
<td>0.77655</td>
<td>0.860</td>
<td>0.1516</td>
<td>1.0732</td>
</tr>
<tr>
<td>Senegal</td>
<td></td>
<td>F</td>
<td>0.92784</td>
<td>0.80802</td>
<td>0.689</td>
<td>0.1429</td>
<td>1.0659</td>
</tr>
<tr>
<td>Nouna</td>
<td>1995–98</td>
<td>M</td>
<td>0.96569</td>
<td>0.86185</td>
<td>0.099</td>
<td>0.3697</td>
<td>1.0197</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td></td>
<td>F</td>
<td>0.95729</td>
<td>0.85503</td>
<td>0.266</td>
<td>0.1854</td>
<td>1.0381</td>
</tr>
<tr>
<td>Oubritenga</td>
<td>1995–98</td>
<td>M</td>
<td>0.89775</td>
<td>0.81159</td>
<td>3.542</td>
<td>0.0713</td>
<td>1.0959</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td></td>
<td>F</td>
<td>0.90812</td>
<td>0.81291</td>
<td>2.142</td>
<td>0.0842</td>
<td>1.0913</td>
</tr>
<tr>
<td>Rufiji</td>
<td>1999</td>
<td>M</td>
<td>0.85246</td>
<td>0.82045</td>
<td>817.0</td>
<td>0.0238</td>
<td>1.0454</td>
</tr>
<tr>
<td>Tanzania</td>
<td></td>
<td>F</td>
<td>0.82440</td>
<td>0.79712</td>
<td>10.250</td>
<td>0.0209</td>
<td>1.0322</td>
</tr>
</tbody>
</table>
APPLICATION TO DATA FROM INDONESIA

In late 1992 and early 1993 a survey of infant and child mortality in three provinces of Indonesia was conducted by the Ministry of Health of the Government of Indonesia, with support from the World Health Organization and the London School of Hygiene and Tropical Medicine (Blacker, n.d.). Indonesia is a country with unusually large geographical differentials in infant and child mortality. Indirect estimates of $q(5)$ for the 28 provinces from the 1990 census ranged from under 50 to over 200 per thousand live births. The survey aimed to investigate factors underlying these differentials, principally in terms of cause of death. Three provinces were therefore selected: one with very high mortality, Nusa Tenggara Barat; one with intermediate mortality, Sumatera Selatan; and one with low mortality, Yogyakarta. A cluster sample of approximately 3 000 ever-married women was drawn from each province.

The survey did not include full birth histories, but the ever-married women were asked for the dates of their last and next-to-last births, and whether or not the children were still alive. Women whose last births had occurred during the 24 months before the survey were extracted and tabulated by the survival of the children. The “default” conversion factors of 1.09 were used for Nusa Tenggara Barat and Sumatera Selatan, but for Yogyakarta it was reduced to 1.06. The results are shown in Table 4.

Table 4 Estimates of infant mortality from proportions dead among children born in the last 24 months for three provinces of Indonesia, 1992

<table>
<thead>
<tr>
<th></th>
<th>Births in the last 24 months</th>
<th>Number of children dead</th>
<th>Proportion dead</th>
<th>Conversion factor</th>
<th>Estimated IMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nusa Tenggara Barat</td>
<td>833</td>
<td>83</td>
<td>0.0996</td>
<td>1.09</td>
<td>109</td>
</tr>
<tr>
<td>Sumatera Selatan</td>
<td>793</td>
<td>45</td>
<td>0.0567</td>
<td>1.09</td>
<td>62</td>
</tr>
<tr>
<td>Yogyakarta</td>
<td>432</td>
<td>16</td>
<td>0.037</td>
<td>1.06</td>
<td>39</td>
</tr>
</tbody>
</table>

The evaluation of these results is problematical. The 1992 survey also asked questions on children ever born, living and dead, from which indirect estimates of mortality have been obtained. Similar estimates have also been derived from the 1980 and 1990 censuses. However the conversion of the estimates of $q(2)$, $q(3)$, $q(5)$, etc., into $q(1)$ is sensitive to the choice of model life-tables. Such estimates also tend to stop short some two or three years
before the time point represented by the deaths among children born in the last two years. However the comparisons, for what they are worth, are shown in Figure 2. The indirect estimates were obtained using the United Nations computer package QFIVE, with the “South” models for Nusa Tenggara Barat and Sumatera Selatan and the “West” for Yogyakarta. They give the impression that the rates derived from the deaths among children born in the last two years were too low in Nusa Tenggara Barat and Sumatera Selatan, and too high in Yogyakarta. However the sampling errors attached to the estimates based on the recent births were substantial, and the divergence of these points from lines extrapolated from the indirect estimates would lie well within the 95% confidence intervals, which are also indicated on the graphs.4

APPLICATION TO THE 1999 KENYA CENSUS
The indirect estimates of child mortality derived from the 1962, 1969, 1979 and 1989 censuses of Kenya presented an unusually consistent series showing a steady downward trend up to the 1980s. But with the 1999 census problems were encountered. Apart from the biases described in the introduction, additional errors were introduced during the data processing, largely arising from the use of optical character readers for the “data capture”. These machines frequently mis-read the numbers, and the incidence of these errors varied considerably between different parts of the census form. The field most severely affected was the column for dead female children, so that the proportions dead, and hence the mortality estimates, were seriously inflated. Heavy and judicious editing succeeded in reducing the effect of the errors, but the margin of uncertainty was inevitably enlarged. Indeed the untrustworthiness of the estimates continued to be reflected in the fact that the mortality rates for female children appeared to be higher than those for males – a finding which was at variance with all the other data sources on Kenya mortality. Nevertheless the results also strongly suggested that the downward trend in infant and child mortality had come to an end.

This conclusion is supported by the direct mortality estimates from the four Demographic and Health Surveys conducted in 1989, 1993, 1998 and 2003. Though less consistent than the indirect census estimates, they suggest a generally rising trend, as shown in Figure 3.

4 The estimation of confidence intervals is described in Appendix Three of Blacker (n.d.), the more significant portions of which are reproduced here in the Appendix.
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It should be noted, however, that these direct estimates from the DHSs were subject to quite large sampling errors: for example the estimated IMR of 77 per thousand for the five years prior to the 2003 survey had a relative standard error of 7.2 per cent, so that the 95% confidence limits of the estimate ranged from 66 to 88 per thousand (CBS/MOH/ORC Macro 2004, table B.2, p.267).

In this fog of uncertainty the estimates derived from the 1999 census data on the mortality of last-born children were a welcome addition. They are shown in Table 5 and the point for both sexes has been inserted in Figure 3 for comparison with the DHS estimates. Being based on 100% census enumeration comprising some 1.7 million births in the preceding 24 months, the question of sampling errors does not arise. It may also be noted that, in contrast to the indirect estimates from children ever born, the sex differentials are in the right direction.
Table 5: Estimates of infant mortality for Kenya from proportions dead among children born in the last 24 months before the 1999 census

<table>
<thead>
<tr>
<th>Births in the last 24 months</th>
<th>Number of children dead</th>
<th>Proportion dead</th>
<th>Conversion factor</th>
<th>Estimated Infant Mortality (per thousand)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>1 694 451</td>
<td>121 500</td>
<td>0.0717</td>
<td>1.09</td>
</tr>
<tr>
<td>Males</td>
<td>869 537</td>
<td>63 839</td>
<td>0.0734</td>
<td>1.09</td>
</tr>
<tr>
<td>Females</td>
<td>824 914</td>
<td>57 661</td>
<td>0.0699</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Note: These estimates differ slightly from those published in the Kenya census report Vol. III. *Analytical Report on Population Dynamics*, Table 3.5, (Central Bureau of Statistics 2002) which used a conversion factor of 1.11.

Our estimate appears to be somewhat higher than those from the DHSs, but lies well within the confidence limits of the latter. If anything it lends weight to the belief that, in the era of AIDS, direct mortality estimates from birth histories are more likely to be too low than too high.

**DISCUSSION**

The procedure we have described has substantial advantages: it provides estimates which are more up-to-date than those from other sources; it is robust to the selectivity bias arising from the mother-to-child transmission of HIV; the required tabulations and the adjustments needed to convert the proportions dead into estimates of infant mortality are simple to make. But it is vulnerable to reporting errors. Census and survey reports on births occurring in the preceding year are frequently under-reported, and have to be corrected with procedures such as the P/F ratio or variations on that theme. Thus, as with all indirect methods, the results need to be examined critically in comparison with those from other sources. Sometimes the method works and sometimes it does not. As we have seen above, it gave good results with the 1999 Kenya census; but with the previous census of 1989 it gave an infant mortality rate of about 45 per thousand which was unacceptably low.

But if the necessary questions have been asked, there is no reason for not making the requisite tables and calculations. Demographers analysing data from developing countries need to explore every avenue and use every weapon at their disposal. The simple technique we have developed here makes a modest addition to their armament.
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APPENDIX

Sampling Errors of the Indonesian Mortality Estimates

Sampling errors were calculated on the proportions dead among last and next-to-last births, and on the proportions dead among children ever born by age group of mother, using data on the numbers of last and next-to-last births with numbers dead, and of children ever born by age of mother with numbers dead. The sampling errors (SE) are calculated according to the formula

\[
SE = \sqrt{\frac{C(\sum \frac{y_i^2}{x_i} - 2 \cdot P \cdot \sum \frac{x_i y_i}{x_i} - P^2 \sum \frac{x_i^2}{x_i})}{(C - 1)(\sum x_i)^2}}
\]

where \( y_i \) and \( x_i \) are the numerator (number of children dead) and denominator (number of births) in cluster \( i \) respectively;

\( P \) is the overall proportion dead (\( \frac{\sum y_i}{\sum x_i} \));

\( C \) is the number of clusters.

The upper and lower limits of the estimated proportions (P) were then calculated as \( P \pm 1.96. SE \). The random errors were calculated as

\[
\sqrt{\frac{P(1 - P)}{N}}
\]

where \( N \) is the number of births. The design effect is the ratio of the calculated standard error (SE) to the random error, and thus measures the effect of using a cluster sample. The results are shown in Tables A1 and A2.

The effect of these margins of error on the estimates of infant and under-five mortality derived from the proportions dead among last and next-to-last births are shown in Table A3. The relative width of the confidence intervals for Yogyakarta, where the numbers of births were particularly small, is such that the discrepancy between the estimates of \( q(5) \) derived from the previous births and those obtained from the other data sets can easily be explained in terms of sampling error.
### Table A1 Sampling errors of proportion dead of last births

<table>
<thead>
<tr>
<th>Province</th>
<th>Proportion dead</th>
<th>Standard error</th>
<th>Upper limit</th>
<th>Lower limit</th>
<th>N</th>
<th>Random error</th>
<th>Design effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yogyakarta</td>
<td>0.03712</td>
<td>0.00863</td>
<td>0.05405</td>
<td>0.02020</td>
<td>431</td>
<td>0.00911</td>
<td>0.948</td>
</tr>
<tr>
<td>Sumatera Selatan</td>
<td>0.05675</td>
<td>0.00736</td>
<td>0.07117</td>
<td>0.04232</td>
<td>793</td>
<td>0.00822</td>
<td>0.896</td>
</tr>
<tr>
<td>Nusa Tenggara Barat</td>
<td>0.09964</td>
<td>0.01160</td>
<td>0.12237</td>
<td>0.07691</td>
<td>833</td>
<td>0.01038</td>
<td>1.117</td>
</tr>
</tbody>
</table>

### Table A2 Sampling errors of proportions of children dead by age group of mother

<table>
<thead>
<tr>
<th>Province</th>
<th>Proportion dead</th>
<th>Standard error</th>
<th>Upper limit</th>
<th>Lower limit</th>
<th>N</th>
<th>Random error</th>
<th>Design effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yogyakarta</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20–24</td>
<td>0.04815</td>
<td>0.01447</td>
<td>0.07650</td>
<td>0.01979</td>
<td>270</td>
<td>0.01303</td>
<td>1.110</td>
</tr>
<tr>
<td>25–29</td>
<td>0.03443</td>
<td>0.00670</td>
<td>0.04756</td>
<td>0.02131</td>
<td>697</td>
<td>0.00691</td>
<td>0.970</td>
</tr>
<tr>
<td>30–34</td>
<td>0.04826</td>
<td>0.00997</td>
<td>0.06780</td>
<td>0.02873</td>
<td>1409</td>
<td>0.00571</td>
<td>1.746</td>
</tr>
<tr>
<td>35–39</td>
<td>0.07562</td>
<td>0.00878</td>
<td>0.09283</td>
<td>0.05840</td>
<td>1706</td>
<td>0.00640</td>
<td>1.372</td>
</tr>
<tr>
<td>40–44</td>
<td>0.07433</td>
<td>0.00744</td>
<td>0.08890</td>
<td>0.05975</td>
<td>1601</td>
<td>0.00656</td>
<td>1.134</td>
</tr>
<tr>
<td>45–49</td>
<td>0.08971</td>
<td>0.00942</td>
<td>0.10817</td>
<td>0.07124</td>
<td>1516</td>
<td>0.00734</td>
<td>1.284</td>
</tr>
<tr>
<td>Sumatera Selatan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15–19</td>
<td>0.14815</td>
<td>0.03952</td>
<td>0.22562</td>
<td>0.07068</td>
<td>81</td>
<td>0.03947</td>
<td>1.001</td>
</tr>
<tr>
<td>20–24</td>
<td>0.12825</td>
<td>0.01484</td>
<td>0.15734</td>
<td>0.09916</td>
<td>577</td>
<td>0.01392</td>
<td>1.066</td>
</tr>
<tr>
<td>25–29</td>
<td>0.11084</td>
<td>0.01038</td>
<td>0.13118</td>
<td>0.09050</td>
<td>1633</td>
<td>0.00777</td>
<td>1.336</td>
</tr>
<tr>
<td>30–34</td>
<td>0.10460</td>
<td>0.00838</td>
<td>0.12104</td>
<td>0.08817</td>
<td>2476</td>
<td>0.00615</td>
<td>1.363</td>
</tr>
<tr>
<td>35–39</td>
<td>0.12980</td>
<td>0.00960</td>
<td>0.14862</td>
<td>0.11098</td>
<td>2681</td>
<td>0.00649</td>
<td>1.479</td>
</tr>
<tr>
<td>40–44</td>
<td>0.14828</td>
<td>0.01160</td>
<td>0.17102</td>
<td>0.12554</td>
<td>2003</td>
<td>0.00794</td>
<td>1.461</td>
</tr>
<tr>
<td>45–49</td>
<td>0.18607</td>
<td>0.01641</td>
<td>0.21823</td>
<td>0.15391</td>
<td>1967</td>
<td>0.00877</td>
<td>1.870</td>
</tr>
<tr>
<td>Nusa Tenggara Barat</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15–19</td>
<td>0.11236</td>
<td>0.02866</td>
<td>0.16852</td>
<td>0.05620</td>
<td>89</td>
<td>0.03348</td>
<td>0.856</td>
</tr>
<tr>
<td>20–24</td>
<td>0.15919</td>
<td>0.01555</td>
<td>0.18966</td>
<td>0.12872</td>
<td>691</td>
<td>0.01395</td>
<td>1.117</td>
</tr>
<tr>
<td>25–29</td>
<td>0.18509</td>
<td>0.01330</td>
<td>0.21116</td>
<td>0.15902</td>
<td>1556</td>
<td>0.00985</td>
<td>1.351</td>
</tr>
<tr>
<td>30–34</td>
<td>0.21707</td>
<td>0.01438</td>
<td>0.24525</td>
<td>0.18888</td>
<td>2414</td>
<td>0.00839</td>
<td>1.714</td>
</tr>
<tr>
<td>35–39</td>
<td>0.24072</td>
<td>0.01217</td>
<td>0.26457</td>
<td>0.21687</td>
<td>2559</td>
<td>0.00845</td>
<td>1.440</td>
</tr>
<tr>
<td>40–44</td>
<td>0.27891</td>
<td>0.01541</td>
<td>0.30912</td>
<td>0.24869</td>
<td>2266</td>
<td>0.00942</td>
<td>1.636</td>
</tr>
<tr>
<td>45–49</td>
<td>0.29807</td>
<td>0.01959</td>
<td>0.33646</td>
<td>0.25968</td>
<td>1815</td>
<td>0.01074</td>
<td>1.824</td>
</tr>
</tbody>
</table>
### Table A3 Upper and lower limits of estimates of infant and under-five mortality from proportions dead among last births

<table>
<thead>
<tr>
<th>Province</th>
<th>Infant mortality</th>
<th>Under-five mortality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upper limit</td>
<td>Lower limit</td>
</tr>
<tr>
<td>Yogyakarta</td>
<td>57.3</td>
<td>21.4</td>
</tr>
<tr>
<td>Sumatera Selatan</td>
<td>75.9</td>
<td>45.1</td>
</tr>
<tr>
<td>Nusa Tenggara Barat</td>
<td>133.0</td>
<td>83.6</td>
</tr>
</tbody>
</table>
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Abstract

Rural areas of South Africa are characterised by highly mobile populations with high rates of circular migration and fluid household and social relationships. The health and demography of South Africa is undergoing substantial changes as a result of the rapidly progressing HIV epidemic. Consequently, for researchers and policy makers, high quality longitudinal socio-demographic and health data from affected areas is critically important. Sociologists and anthropologists have long commented on the conceptual limitations of the social data collected by demographic and health surveys, censuses and demographic surveillance system data.

This paper describes a study of households in rural KwaZulu-Natal, South Africa, that used qualitative approaches to inform the design of a large, demographic surveillance system. Using in-depth interviews with members of 60 households this research examined local descriptions and categorisations of social structures and processes such as households, residency, intra- and inter-household relationships, parenting, partnerships, and household authority. Thirty-five percent of the total household population were non-resident, 41 per cent of all adult members and 29 per cent of all child members were non-resident. We compare our findings with those obtained by applying standard definitions used in most other demographic and health surveys and censuses. We discuss the research potential in modifying population-based data collection instruments to model the complex and dynamic nature of social arrangements in rural areas of southern Africa.
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INTRODUCTION
A survey team conducts a demographic and health household survey in a rural area of KwaZulu-Natal, South Africa. Having entered a homestead and introduced herself to the only adult present, a fieldworker starts by trying to identify who is the head of the household. Her informant says that her husband is the head of the household. He is working in Durban and returns for a few nights at the end of each month or when the need arises. Having been trained that a household member must be someone who spends most nights of the week at the homestead, she decides to omit him and record the head’s wife as the head of the household instead. The fieldworker then asks about the other household members, and lists two of the couple’s children but not their teenage son who stays with his aunt during the week in order to be close to school. The fieldworker also does not record information about a young man who has lived with the family for many years in order to look after their cattle because the wife had not mentioned him when asked to list the household members.

The data collected by the fieldworker thus characterises this household as being headed by a woman and having three members (a woman and two children). The physical presence and the roles played by the respondent’s husband, her schoolboy son and the herdboy would not be captured, neither would the events that occurred to them. In addition, by asking only about the household of the first informant she meets, she has completely overlooked another young couple living at the same homestead, who rent a shack and consider themselves to be a separate household.

The challenges faced by this fieldworker in translating complex social relationships and residential arrangements into the definitions and data items used in the survey will be recognisable for anyone who has conducted population-based studies in southern Africa. All censuses, demographic and health surveys (DHS) and demographic surveillance systems (DSS) collect information about households, for example, household composition, head and assets, and these attributes are often examined as potential correlates of health and welfare outcomes. Most use a co-residential concept of households, also referred to as a household dwelling concept (de Jong Gierveld 1995). South African surveys and censuses primarily use a co-residential, one pot concept of a domestic unit.

The 1996 October Household Survey, a national economic, health and demographic survey of South Africa instructed its fieldworkers that:
A household consists of a person or group of persons who:
I. eat together and share resources; and
II. normally resides at least four nights a week at the specific visiting point;

For the purposes of this survey, a live-in domestic worker is considered to belong to a separate household.

The 1998 South Africa Demographic and Health Survey defined a household as:

... a person or group of people living together, eating together and sharing resources.

The definitions of household used in most population-based studies differ markedly from the characterisation of households by anthropologists and sociologists (Fortes 1966; Spiegel 1986; Burch 1995). In contrast, anthropologists and sociologists describe southern African households as dynamic and complex. High levels of adult economic migration involving migration from rural areas to employment opportunities both in urban areas and rural areas (mines, farms, game reserves) is well-established (Berry 1993). The apartheid policies entrenched a widespread pattern of circular migration (Spiegel 1980; Murray 1981; Leliveld 1997). These policies included the prohibition of free movement of black South Africans, particularly of black women; the creation of designated homelands (bantustans) for these populations in rural areas; and restrictions on family members accompanying mainly male migrant workers (Schapera 1947; Murray 1980). Despite the end of apartheid legislation, circular migration has been sustained by differentials in economic opportunities, customary and state land tenure systems, the cost of living and living conditions in urban areas (Lurie, Harrison, Wilkinson et al. 1997). Circular migrants move between their rural households and their place(s) of employment, typically making return visits to the rural areas during holidays, emergencies or when employment ends; supporting rural households through remittances of cash or goods. Women form an increasing proportion of the migrant population (Hill, Hosegood and Gafos 2005).

Anthropologists and sociologists also characterise southern African households as highly fluid and adaptable domestic arrangements. There are frequent exchanges of individuals between households, often in response to
labour migration, financial insecurity, ill-health, and death (Niehaus 1994; Ross 1996; Spiegel, Watson and Wilkinson 1996; Townsend 1997a; Ross 2003; Russell 2003b). Child fostering patterns in west and southern Africa are, at least in part, adaptive strategies to optimise individual and household survival (Goody 1982; Bledsoe 1995; Van der Waal 1996).

Papers by Margo Russell provide a valuable summary of the extensive literature on households and social relationships in southern Africa, and discuss the way in which the widely used definitions and classifications of black households have been influenced by the application of models of the household and family from western patterns (Russell 2003b; Russell 2003a).

In the light of the extensive body of literature about historical and contemporary social organisation in southern Africa, the validity of survey data on social structures has been questioned. These include discussion about definitions of households (Keilman 1995; Spiegel 1996), household headship (O’Laughlin 1998; Budlender 2003), conjugal relationships and marriage (Bledsoe and Pison 1994; Locoh 1994; Jones 1998; Budlender, Chobokoane and Simelane 2005), and parenting (Jones 1993; Bledsoe 1995; Townsend 1997a). A broader critique, levelled at demographers in particular, has been that there has been insufficient critical reflection about the collection, analysis, and interpretation of socio-demographic data (Caldwell and Hill 1988; Greenhalgh 1996; Kertzer and Fricke 1997).

Given both the evidence and the criticisms, why have censuses and demographic and health surveys continued to use a co-residential definition of household in southern Africa? There are several reasons for its use. Living together is considered a marker of domestic ties in the social group, facilitating domestic activities such as eating, sharing of resources and a common environment. There are also methodological and practical reasons. Study or census populations are usually linked through residence to a defined area (country, village, study area). Individuals who live outside this area are not eligible for inclusion. In censuses and DSSs, reliable estimates of population denominators and demographic rates require low rates of double-counting of individuals or missed events. Thus, in many cross-sectional survey methods, the approach is to only record people present on the night of the census or interview (the de facto approach).

In longitudinal population-based surveys such as DSSs, individuals and households are observed over time. Unlike cohort or panel studies that can opt to follow subjects wherever they live, most DSSs observe individuals only
while they are resident in the surveillance area. Most DSSs will track an individual who migrates within the surveillance area, however observations stop if he/she migrates out the study area. Longitudinal population-based surveys opt for a *de facto* population on the grounds that only the resident population is ‘at risk’ of having demographic events in the surveillance area, for example births, deaths, or using a health clinic or school (Garenne 1997; Indepth Network 2002). Lastly, because the co-residential definition of a household is widely used, new studies use the same approach in order for their data to be comparable with other surveys.

In 1997, the Africa Centre for Health and Population Studies (ACHPS) began developing a DSS known as the Africa Centre Demographic Information System (ACDIS). Starting in January 2000 it has prospectively followed up a population of approximately 85,000 people living in 11,000 households in rural KwaZulu-Natal, South Africa (Solarsh, Benzler, Hosegood *et al.* 2002; Hosegood and Timæus 2005). This paper describes exploratory research conducted in sixty households during the development phase. One of the most important objectives for starting ACDIS was to measure the social, demographic and health consequences of a rapid and severe HIV epidemic, and to provide a population platform for intervention research. Therefore, ACDIS would need to use a conceptual model and data collection instruments that could capture and represent complex information about people, their social groups, their places of residences, and the events that happen to them; in a way that closely reflects the social, economic and infrastructural realities for this population.

As part of developing the conceptual model and instruments we conducted an exploratory pilot study and collected information about the perceptions of household respondents and fieldworkers about a range of socio-demographic subjects and processes including household, membership, place of residence, migration, partnership and co-habitation. During repeated visits to study households, we tested different ways of collecting socio-demographic data including diagrams, semi-structured question guides, and field notes. In this paper we discuss how these concepts were perceived by respondents and the degree of consistency in reports by different respondents within the same household. We also discuss how these emic characterisations map onto the survey definitions commonly used in South Africa. The findings from this pilot work were subsequently incorporated into the ACDIS conceptual model, definitions, data collection sequencing, and structured questionnaires, and these have been described elsewhere (Hosegood and Timæus 2005).
STUDY LOCATION
This study was conducted in the former Hlabisa district in KwaZulu-Natal, South Africa, 250 km north of the regional capital of Durban. The district had a resident population of approximately 200,000 (Curtis, Bradshaw and Nojilane 2002), almost exclusively Zulu-speaking. Most people live on Zulu tribal authority land, with around 10 per cent living in two townships administered by a local municipal council. In the tribal area there are no identifiable villages, and homesteads are scattered, separated by grazing, arable or unused land. Most homesteads in the tribal area are without electricity, piped water or sanitation, in contrast to the townships’ well-developed infrastructure. Despite being a rural area, the principal source of income for most households is waged employment and state pensions rather than agriculture (Marcus 1998; Case and Ardington 2004).

METHODS
The pilot study enrolled 60 households who were visited between January and March 1998. To ensure geographical and economic representativeness of study households, spatial co-ordinates were calculated for the middle of each of the 12 clinic catchments within the district. At this place, fieldworkers visited the closest homesteads to conduct a neighbourhood mapping exercise. Accompanied by local key informants, they walked through the informant-defined local neighbourhood recording and mapping information about each homestead and the resident households. Informants were also asked to rank households by economic status (wealthy, middle or low) relative to other households in the neighbourhood. A sample of five households proportionate to the wealth ranking distribution was selected in each of the 12 neighbourhoods (n=60) (Hosegood 1998; Marcus 1998).

Repeated visits were made to each household to collect different types of data (household definition and composition, residential mobility, and social, conjugal and parental relationships). Different household respondents were interviewed either collectively or individually to examine consistency of reporting, reliability and quality of contemporary and historical information about the household and its members. We also used a variety of different methods of data collection, from observational notes recorded by field-workers, genograms, structured questionnaires, and indepth interviews with individual household respondents. This provided opportunities to triangulate information from respondents within the same household and from the same
respondent to questions asked in different ways. We tried to involve as many household members in the exercises as possible. Respondents were noted in each data collection exercise for comparison. In several households, contact with adult members was difficult during the day. In these households information was collected from older children but compared with information from adults collected at weekends.

The genogram was used as the first step in collecting information about household composition. This tool allows a visual representation of social relationships and information to be created with one or more respondents and discussed in an interactive manner (Cross and Preston-Whyte 1985; Watts and Shrader 1998). Simple coding conventions were developed to ensure comparability between genograms, such as double line between two people meaning that they are married. Initially household respondents were asked to describe which people they considered to be members of their household, and to provide information about their age, sex and relationship to each other. This included current and past relationships, so many genograms included deceased relatives or ex-partners, included by respondents to explain why certain people were members of the household. Other people resident at, or visiting the homestead, were then added to the genogram with indications about their social inclusion or exclusion. In a semi-structured questionnaire, information about all people appearing on the genogram was collected about a range of characteristics: marital histories, conjugal relationships, residential patterns, frequency and duration of stays with the household, their children (survival status, current residence, contact), the arrangements for caring for children in the household, employment and education histories, and connections to other households in the neighbourhood. After the initial interview notes had been collated, the genograms were discussed again with household respondents. They were asked to re-identify the members of their household and to explain their reasons for including or excluding particular people. Additional notes were recorded by fieldworkers to supplement the information in the diagram, as well as observational comments about discussions that occurred during the process. Figures 1 and 2 show two examples of completed genograms from the study (all names have been changed).

In a second phase, a semi-structured questionnaire was administered to household respondents to collect information about household members, their relationships, and residential patterns. The information was collated and a summary description was generated for each household and compared with
the information from the genogram. The characteristics of the 60 households are described in this paper.

RESULTS

General characteristics of household members
Table 1 presents characteristics of the 60 households, a total study population of 752 individual household members. The average household size was 12.5 members but varied considerably (SD=7.2, min 2, max 38). One third (34 per cent) of all household members were non-resident. An equal sex ratio was found for children with slightly more adult women (52 per cent) than men. The sex ratio and the age distribution of the self-defined household population were therefore not distorted by the high rate of adult male labour migration.

Table 1 Summary statistics for all members of the 60 study households

<table>
<thead>
<tr>
<th>Characteristics of household members</th>
<th>Residents</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>All members</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Per cent</td>
<td>Number</td>
<td>Per cent</td>
<td>Total</td>
<td>Number</td>
</tr>
<tr>
<td>Adults (18+ years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>79</td>
<td>45</td>
<td>96</td>
<td>55</td>
<td>100</td>
<td>175</td>
</tr>
<tr>
<td>Female</td>
<td>135</td>
<td>72</td>
<td>53</td>
<td>28</td>
<td>100</td>
<td>188</td>
</tr>
<tr>
<td>Total</td>
<td>214</td>
<td>59</td>
<td>149</td>
<td>41</td>
<td>100</td>
<td>363</td>
</tr>
<tr>
<td>Children (&lt;18 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>140</td>
<td>71</td>
<td>58</td>
<td>29</td>
<td>100</td>
<td>198</td>
</tr>
<tr>
<td>Female</td>
<td>137</td>
<td>72</td>
<td>54</td>
<td>28</td>
<td>100</td>
<td>191</td>
</tr>
<tr>
<td>Total</td>
<td>277</td>
<td>71</td>
<td>112</td>
<td>29</td>
<td>100</td>
<td>389</td>
</tr>
<tr>
<td>Total members</td>
<td>491</td>
<td>65</td>
<td>261</td>
<td>35</td>
<td>100</td>
<td>752</td>
</tr>
</tbody>
</table>

Distinction between homestead and household
In mapping the tribal area neighbourhoods, informants made a clear distinction between the physical dwelling ‘homestead’ (umuzi) and its associated social group(s) ‘households’ (umndeni). Homesteads are demarcated plots allocated to a single individual by an induna, the chief’s local representative. Homesteads can encompass domestic buildings as well as shops, businesses and agricultural land and several households may occupy a
single homestead. Four common types of household arrangements at homesteads were observed.

(i) Single households occupying one homestead.

(ii) Two or more households sharing a homestead acknowledging different household heads. These heads were often kin, typically brothers or father and his sons.

(iii) Several separate households associated with a polygamously married man. Although living at the same homestead and acknowledging him as the head, each wife considered herself and her children to form a separate household.

(iv) Several single or groups of tenants paying rent to the homestead owner. The owner’s household was often also living at the homestead.

Distinguishing between residential dwelling (homestead) and the resident social group (household) influenced the household selection process. Whilst homesteads could be identified from maps or be directly observed, identifying the households resident at the homestead could only be done through interviews.

**Defining household membership**

Consensus between household respondents about who were members of their household was readily achieved. Households were described in terms of kinship, the recognition of a single head of household, and shared responsibilities and assets. The way in which most respondents constructed the genogram was suggestive of their perception of the household. Most began by listing the head of household and his/her closest relatives such as spouse, children, parents, before describing other kin such as adult siblings and grandchildren of the head. Distant kin or unrelated members were added last. Household membership was not seen as contingent upon the person’s place of residence.

The majority of households could be classified as both laterally and three-generationally extended households, i.e. households that include the children and grandchildren of the head of household, as well as other relatives of the head and non-related individuals (Gage, Sommervelt and Piani 1996). Few households had an elementary structure, defined as households consisting only of parents and their biological children. Where households were elementary they were mostly single-parent households rather than nuclear households or polygamous households.
When viewed statically at one point in time, these household typologies, based largely on kinship structures, hide changes in social connectedness that have occurred in the past. For example, one fostered child without kinship relations with the other household members had joined the household after her mother, a former colleague of the head of household’s wife, had died. Household composition was frequently explained in terms of people who were dead or were no longer present. This was common where women or men were living with non-biological children who were step-children of partners who were not included as household members because they had died, had been abandoned by, or left their partners.
Respondents described a myriad of circumstances in which people had joined the household. In Figure 1, the household described by the genogram included a 21-year-old son of the household head’s deceased brother who had joined the household many years previously upon his father’s death. In several households children had moved in with a notional role as domestic workers or cattle herders (Bray 2002, 2003). Although initially they were not considered members, the children had eventually been assimilated into the household over time and supported in schooling or marriage as recognised members. A high percentage of households included children whose mother and/or father was not also a household member. Only 30 per cent of children were members of the same household as both their parents. The social, economic and practical reasons determining the social and residential mobility of children were extremely diverse and, in explaining the circumstances respondents needed to give detailed information about events occurring in, or relationships between, several other households.

Figure 1 Notes to genogram of the Dube household

The genogram alongside was created by Albert at interview 1 and discussed with Albert and Elizabeth at interview 2.

Albert and Elizabeth have been a child Zama who is 4 years old but have only been living together for two years. They are not married but some lobola has been paid. Albert is unemployed, Elizabeth occasionally earns money selling vegetables. The Dube household has six members.

Four of whom are resident most nights: Albert, Elizabeth, Zama and Albert’s nephew, Bongani. Bheki and Lindiwe, Albert’s children from a previous relationship, are also considered by both Albert and Elizabeth to be members of the household. However, they live most of the time with their mother in a neighbouring town (one and a half hours away) but stay with their father during school holidays. They live with their mother in term time because she lives closer to their school. Albert considered them to be part of his household because they are his children, he supports them, and because they regularly come for extended visits. Elizabeth also has two children by a previous relationship, twins Xolani and Xolisile. However, neither child is considered by Albert or Elizabeth to be a member of this household. From an early age they have lived with Elizabeth’s parents in another province. Elizabeth visits them twice a year but they have never visited her while she has been living with Albert. Elizabeth said that they are members of her parental household but not a part of her and Albert’s household.

Bongani is Albert’s nephew. He joined the household as a young child when his father died.

Respondents described a myriad of circumstances in which people had joined the household. In Figure 1, the household described by the genogram included a 21-year-old son of the household head’s deceased brother who had joined the household many years previously upon his father’s death. In several households children had moved in with a notional role as domestic workers or cattle herders (Bray 2002, 2003). Although initially they were not considered members, the children had eventually been assimilated into the household over time and supported in schooling or marriage as recognised members. A high percentage of households included children whose mother and/or father was not also a household member. Only 30 per cent of children were members of the same household as both their parents. The social, economic and practical reasons determining the social and residential mobility of children were extremely diverse and, in explaining the circumstances respondents needed to give detailed information about events occurring in, or relationships between, several other households.
In a small number of cases residents were not considered to be members of any social group at the homestead, rather they were seen as being just single people or belonging to households somewhere else. These were often single adults or children who stayed with the main household, often sharing the same buildings, food and assets. The relationship of these people to the resident households included domestic or farm workers working for the household either for payment or food and shelter; kin or friends staying because of work, schooling or problems in their own families. These individuals were considered to be members of other households elsewhere and many returned to other households for visits or long-term.

**Residency status of household members**

Respondents described a person’s place of residence as the place where they are based rather than the place where a person is currently staying. Comparing *de facto* data collected at the first visit with self-defined residency status suggested that respondents were distinguishing non-resident members who were visiting during their holidays from resident members who were currently away. These results present the residential status of individuals at the homestead as reported by respondents. More adults were non-resident (41 per cent) than children (29 per cent), and a higher proportion of men (55 per cent) were non-resident than women (28 per cent) (Table 1). For children no sex differences in residential status were observed. Non-residency was a ubiquitous feature of households, with 88 per cent of households reporting at least one non-resident adult and over half of all households (53 per cent) had at least one non-resident child member (Table 2).

<table>
<thead>
<tr>
<th>Household composition</th>
<th>No of households</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Households with a resident adult</td>
<td>59</td>
<td>98</td>
</tr>
<tr>
<td>Households with a non-resident adult</td>
<td>50</td>
<td>88</td>
</tr>
<tr>
<td>Households with a non-resident child</td>
<td>32</td>
<td>53</td>
</tr>
<tr>
<td>Households with a male head</td>
<td>43</td>
<td>72</td>
</tr>
<tr>
<td>Households with a resident head</td>
<td>41</td>
<td>68</td>
</tr>
</tbody>
</table>

The main reason for adult migration was either having or seeking employment, predominantly within KwaZulu-Natal. Although most worked
in the larger coastal towns and cities, there was a wide range of other work in rural areas such as commercial agriculture, forestry and game tourism. Long distance migration was more common for men than women with 18 per cent of non-resident men resident in Johannesburg, Gauteng Province, compared with only 4 per cent of women. This is also reflected in the main types of Gauteng employment reported: mining, production and security. Women and children were more likely to migrate locally within the district. The household described in Figure 2 illustrates the diversity of types of labour migration and the range of return patterns. Labour migration often indirectly promoted the mobility of other members. For example, non-resident women and children accompanying their migrant husband/partner or father, or adolescents and adults moving, by command or choice, to live with a labour migrant who could provide better financial support, security or access to employment and education opportunities. Of importance for understanding migration patterns in South Africa was the observation that many migrants, although working in urban areas, had accommodation in peri-urban settlements or surrounding rural areas.

The main reasons reported for children migrating from their parental household(s) were schooling and/or, to be cared for by another household. A prevalent pattern of child migration was that of oscillating migration between two homesteads with the concomitant result that the child was recognised as a member by two households. The need to live in one place during school terms and another during holidays was a common reason for this. However, more complex patterns of child mobility and social arrangements were generated by labour migration inhibiting the co-residence of the child’s parents, high rates of partnership and marital instability, and cultural norms that discourage co-habitation of unmarried partners.

**Pattern of visits by non-resident members to households**

In general non-resident members were expected to return whenever possible and for family events such as funerals and marriages; and most did so. Migrants were also described as making return visits due to pregnancy and illness since many labour migrants have restricted living arrangements and limited social networks in the towns and cities. Female labour migrants typically returned to rural households late in pregnancy for support during and after birth. As many were unable, or choose not to, take their children with them on returning to work, these children were in the care of other household
This genogram was created by Jacob and c2 at interview 1. The genogram was later discussed with c4.

Jacob is the resident head of this household. His wife, Gladys, had died six months earlier. Together they had nine children. The household now consists of eleven members, Albert, seven of his daughters, and three grandchildren. Several of these members are living most of the time somewhere else but return regularly.

c1, the oldest son, has established a separate household with his girlfriend in Durban. They have a house in Durban but he actually lives and works in another city and he joins his girlfriend once a month. He is not considered a member.

c2 works in a neighbouring town and comes back once a week for a night. Her two young children stay with the household. The youngest, is cared for during the day by her sister c3 who is not a member but lives nearby.

c3, a 23-year-old, was not considered to be a household member. She lives with her boyfriend in a local township. All informants questioned agreed about c3’s non-inclusion in the household membership list; a general disapproval for her lifestyle was given as the reason – not looking after her child herself and going to live with a new boyfriend.

In contrast, c3’s 7-year old child, Nompilo, is considered a household member even though she lives most of the time with her father (not c3’s current boyfriend). This place is close by and there is a lot of contact between Nompilo, her aunts and her cousins.

c4 teaches in a town about four hours away and comes back once a month.

c5 is a university student in Durban and comes back for holidays and some weekends.

c6 is a shop assistant in a town about three hours away and comes home whenever she has a day off.

c7,8 and 9 live with the household and go to school locally.
members. Several members described as non-resident members had been staying at the homestead for an extended period prior to the fieldworker visit because of ill-health. In such situations, the person themselves or other respondents, often found it awkward to describe their stay as anything more than a temporary visit until their health improved. Where there was no expectation of recovery, the duration of illness had been long, or the person had lost their job because of ill-health, former migrants being more likely to be described as being resident.

To test the methodological assumption that non-residents are not exposed to risk factors in the study area, information was collected about the frequency and duration of their return visits. Table 3 presents the visit patterns for non-resident adult members. 50 per cent returned at least once a month for one or two days and an additional 30 per cent spent longer holidays such as Christmas and personal leave with their rural households. For some (7 per cent) it was not yet clear how often they would be returning since they had only recently left often to look for work. The pattern of return visits by non-resident children and women was more difficult to categorise. With the exception of children and women who were non-resident because of formal employment or schooling, the types of reasons given for their migration such as temporary work, caring for other relatives, accompanying someone else, created less predictable patterns of presence and absence.

Table 3 Return patterns by non-resident adult members (n=149)

<table>
<thead>
<tr>
<th>Return patterns</th>
<th>No</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekends</td>
<td>24</td>
<td>16</td>
</tr>
<tr>
<td>Monthly</td>
<td>51</td>
<td>34</td>
</tr>
<tr>
<td>Holidays</td>
<td>45</td>
<td>30</td>
</tr>
<tr>
<td>Infrequently</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Have not returned for &gt;2 years</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Recently left no pattern established</td>
<td>10</td>
<td>7</td>
</tr>
</tbody>
</table>

Membership of multiple households
Some members of study households were described as belonging to more than one household including polygamous men whose wives maintained separate households, children living away from their parental households, and
domestic workers whose familial households were elsewhere. In five cases fieldworkers visited the other non-study household to establish their perceptions of the individual’s membership status. One was a boy of 12 years who was reported to be a member of a study household as well as another in the neighbourhood. The boy had lived in a household of non-relatives for several years; however, he also made frequent visits to his parents’ household although he did not sleep there. In this case, as in the others examined, respondents from the different households considered the child to be a member of more than one household.

**Household authority**

Like other sub-Saharan societies, rural South African households recognise a single individual, usually an adult male, as having a senior position of authority in the household. The majority of households had an adult male head of household (72 per cent), and 32 per cent of all household heads were non-resident. In two households the oldest woman reported her husband as the head of household even though they were estranged. No child-headed households were present in the sample. The roles of the household head varied widely in the study households depending on their marital status, sex, age, residential status and household composition.

An additional step of data processing was to classify the relationship of household members to the head of household using standard DHS codes (Demographic and Health Surveys 1990). In many of the households we experienced difficulty in consistently applying the codes ‘other relative’ and ‘not related’. Relationships were often described in relation to the household head’s spouse or siblings, for example, his wife’s brother’s son, or, his brother’s wife’s daughter. The DHS codes were inadequate to capture many of the complex and overlapping relationships documented in the genograms.

**DISCUSSION**

In the neighbourhood mapping exercise and household selection, a clear distinction was made between the homestead as a fixed geographic location and a household as a social group whose members may have residence in different places at any time. A single homestead may be the place of residence for several households. Studies often do not make this distinction explicit, conflating homestead with household in their approach to identifying households in the field. This risks introducing a selection bias with smaller, less
socially prominent, or transient households being under-reported (Leliveld 1997). In the South African census, a distinction is made between a ‘dwelling unit’ and a household. Enumerators can record more than one household as living at the same unit.

The reasons respondents give as to why they considered some people to be members of their household and others not were very different from the co-residential and one-pot eating arrangement used in the South African DHS (South Africa DHS 1999). Rather than co-residence, householders emphasised their sense of belonging together and maintaining social bonds through responsibility for, or dependence on, other household members. Members of the same household shared an understanding of the authority hierarchies within the household. Most members were related to each other through kinship though many households reported child and adult members who were unrelated to other people in the household. Non-residents constituted a significant proportion (35 per cent) of all household members. The phenomenon of non-resident household members was prevalent across all socio-economic levels and geographical areas.

The finding that community household membership is independent of a person’s place of residence is one supported by anthropological and sociological studies in South Africa and other countries in the region. Spiegel, Watson and Wilkinson (1996) found that household respondents in the Cape Town area of South Africa did not use a definition of ‘eating from the same pot’ when describing the members of their household. Ethnographic research in Lesotho and Botswana, based on self-reported household composition also identified migrants who were not co-resident with the majority of other members (Murray 1981; Townsend 1997b).

The high rate of population mobility shown in this study is also reported by other studies in rural areas of southern Africa (Murray 1978; Murray 1980; Spiegel 1986; Timæus and Graham 1989; Ross 1996). Although the focus of previous studies has primarily been on adult migration, similarly high levels of child mobility have also been reported. In a study of children in a settlement in the Northern Province (now Limpopo), South Africa, 41 per cent of children changed their place of residence at least once in a single year (Van der Waal 1996). The movement of people, particularly children, between households has been described as an important coping strategy in response to financial constraints and parental absence or orphanhood (Izzard 1985; Ross 1996).

Migrant members maintained their social ties to the household by periodic
return visits, financial and material contributions to, or dependency on, other household members. While those who frequently returned or made contributions consolidated their membership through their involvement with the household, many households included non-resident members who had not made a visit for more than a year or two. Respondents gave a variety of reasons for their inclusion, for example, where they felt that circumstances had prevented them from visiting, or because the person had a special role in the household, for example, he or she was the head of the household or was the oldest son. The membership status of these long-term absentees generated the greatest amount of disagreement between respondents from the same household, particularly from those members who felt the non-resident had abandoned the household. We were unable to triangulate these discussions with the perception of non-residents themselves. In Ferguson’s study of migrant labourers in Zambia, men moving between rural and urban areas develop complex social identities influenced by factors including the degree of permanency at their destination (Ferguson 1999).

Thus, the pattern of social organisation that exists in this area is at odds with the standard survey definition of a household as a co-residential domestic group. Applying the 1996 OHS and DHS definition of a household as cited in the introduction would have generated a very different household population. 41 per cent of adult and 29 per cent of child household members would have been excluded from the study population. Among those who would not have been eligible on the basis of non-residency would have been 32 per cent of all household heads.

What are the implications for demographic and health research of excluding non-residents from the study population? Social processes such as household composition, migration, conjugal and parental relationships play an important role in determining demographic, health and economic outcomes. Excluding migrants would alter the demographic profile substantially and limit the collection of data about important relationships between individuals. Many linkages could no longer have been made for many resident members such as parent–child pairs, spousal partner pairs, and the relationship of members to their self-defined household head.

The implications of representing these self-defined social units and relationships can be illustrated by considering three research topics: children’s living arrangements, migration and HIV/AIDS, and poverty and health. Given the high levels of adult mortality due to AIDS, there is considerable interest in
determining the impact of parental illness and orphanhood on the living arrangements of children. In our study, one third of all households included a child for whom neither parent was a member. These results are similar to those reported by Gay (1980) in south-western Lesotho where 34 per cent of households in one village included one or more resident children whose mothers or fathers were not also members of that domestic unit. In our study, non-marital fertility, adult migration, divorce and child fostering were identified as circumstances that generated frequent, oscillating migration of children between households both in the local area and beyond. In addition, our study found several children with concurrent membership of more than one household, often related to separate living arrangements of their parents and/or schooling. Such children have a complex set of multiple household environments that may moderate or exacerbate the impact of parental illness or death.

Applying a co-residential household definition would have excluded many non-resident parents of children. The father–child links would not have been for around 70 per cent of all children because although their fathers were members of the same household they were resident elsewhere. We can anticipate different levels of involvement with their children (financial, emotional, physical) for mothers and fathers who are socially linked to their children through a common household, whether resident or non-resident, and parents who share no social connections with their child.

The relationships between non-resident and resident members of the same household are also potentially important determinants of health outcomes. Circular migration has been identified as an important determinant in the rapidly progressing HIV epidemic in rural areas of Africa (Nunn, Wagner, Kamali et al. 1995; Lurie, Harrison, Wilkinson et al. 1997). The mobility of couples also influences fertility, use of health services and childcare arrangements. In addition to an improved understanding of transmission dynamics, information about the characteristics of sexual relationships of migrants and their rural partners can inform the design of health promotion strategies. Examining these processes in populations with high residential mobility requires data about non-residents that are unavailable from most rural household surveys (Booysen 2003).

Studies seeking to examine the role of rural household livelihoods and socio-economic status in determining health are also strengthened by accurate data on households, intra- and inter-household relationships and resource
flows between households. Remittances of money and goods from migrants are a major determinant of household livelihoods in rural areas where local economic opportunities are limited. For migrants this connection to a rural household might reduce his/her own personal finances but may be exchanged for other kinds of support such as rural household members caring for the migrant’s child or looking after the buildings, land and livestock in which they have invested. Interpreting household level economic data without information about migrants’ contribution to, and share of, household assets may lead to poor or erroneous interpretations of household level data.

Our qualitative study also challenged the widely held assumption that only de facto household definitions should be the basis of eligibility in surveillance populations. The justification that non-resident individuals are not at risk of demographic events within the area is countered by our findings. The frequency of return visits was high for many non-residents, 50 per cent of adults returned for several days each month, and many also spent school holidays and annual leave with the rural household. Such return patterns result in considerable exposure time each year for many non-residents within the surveillance area. In addition, pregnancy, birth or illness often prompt return visits by non-residents because rural households are a major source of support. A resident-only population denominator would therefore not be consistent with the births and deaths that occur in the study area and may bias fertility and mortality estimates.

This study also suggests that many studies may be poorly recording resident people who live intimately with a household but are not considered by respondents to be a part of the core domestic unit. We identified domestic or farm workers, tenants, child and adult boarders and visitors living with households that did not spontaneously report them when describing the household. There is a need to identify such resident individuals to avoid under-enumeration, though the approach to recording their household affiliation is often unclear. Sometimes they are registered as separate households, in others they are assigned to the household with whom they live. Both approaches are problematic. Defining such a person as belonging to a separate household will elevate the number of single person households, as well as child- or women-headed households. Arbitrarily assigning them as members of the main household will mask their socially marginal status.

The finding that some people belong to more than one household concurrently has been given little attention in the southern African demographic
literature. An ethnographic study of 30 residential sites in the Transkei, South Africa described similar patterns of multiple membership (Spiegel 1986). Given highly fluid households, high rates of circular migration, and the common practice of child fostering, it is not however an unexpected phenomenon. Adult migrants may belong to households in a rural area as well as at their migration destination. Migrants are sometimes accompanied by their spouse and/or children, or are joined by other members in order to seek work or financial support. Spiegel (1986) uses the term ‘stretched household’ to describe households where members reside in different places. The standard approach to assigning individuals to households in surveys or surveillance systems is to record only one household membership at any point in time, usually where they are reported as resident (Das Gupta, Aaby, Garenne et al. 1997; Garenne 1997; Binka, Ngom, Phillips et al. 1999). This approach limits the ability to present a comprehensive picture of social dynamics and the multiple domestic environments with which individuals interact.

This study has shown some of the complexity of social relationships and residential mobility in a rural area of South Africa. Population-based studies, whether cross-sectional surveys or longitudinal surveillance systems in southern Africa face the challenge of collecting data that represent more closely social and demographic contemporary realities in order to answer important questions about demography and health, particularly in the era of HIV/AIDS (Booysen and Arntz 2003). We suggest that longitudinal population-based studies, such as demographic surveillance systems can accommodate a more emic description of social structures without compromising data quality and comparability. The main modification required is to adapt household eligibility criteria to recognise the number and importance of non-resident adults and children in rural households.
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